Onucanue TeXHUYECKON apxuTeKTYypbI (Bepcus Postgre SQL)
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BBenenue.

wiatgopme Oracle ObLT UCTIOIB30BAH LETBINA PSAJl MPOBEPEHHBIX, 3aPEKOMEH I0BABIIIUX
ceOst apXUTEKTYPHBIX pelIeHHH, o0ecneunBaromux 3PpPeKTUBHYI0 pabOTy CUCTEMBI U
onuparoImxcs He Toiabko Ha cBoiicTBa CYB/] «Oracle», HO 1 Ha cBOMCTBa anmapaTyphbl
— Oracle Exadata. [Ipu nepeBone Cuctremsl Jucneruepusanuu ¢ miatdopmsl Oracle Ha

miathopmy PostgreSQL  ms

B mnpouecce mHorosetHer skcruryarauud CHCTEMBl JUCHETYEPHU3ALUU  HA

obecnieuenuss 3PPeKTUBHON pabOTHI

noTpeOoBaJICs MEPECMOTP CYLIECTBYIOIIEH apXUTEKTYPHI.

B JaHHOM JOKYMCHTC OIIMCBIBACTCA U 00OCHOBBIBACTCS BBI6paHHaSI APXUTCKTYpPa

Ha tuiatrgopme PostgreSQL.

1.1.

NPUHATHUA APXUTEKTYPHBIX peleHn

1. ApXMTeKTypHBbI¢ pelIeHUs] U UX 000CHOBaHHE

[IpeaBapuTe/ibHbIE PAOGOThI, BLINOJIHEHHbIE AJIs1 000CHOBAHHOIO

Brimonnennas pabora

IIpunsiToe pemienue

I/ISMepeHI/Ie BPCMCHH BBIIIOJIHCHUA
OT4YCTOB Ha Ta6J'II/ILIaX, 3aII0OJTHCHHBIX
TCCTOBBIMHU JaHHBIMU 34 1 rong

[{enpr0 JTaHHOTO TECTUPOBAHMUS SIBISIIACH
nepBasi MpUOJIMKEHHas: TPOBEpKa
«TSIKENBIX» MOBTOPSIOLIMXCS 3aIIPOCOB
CUCTEMBI, & TAK)KE 3aIPOCOB,
JEMOHCTPUPYIOLIUX UCIIOIb30BaHUE C
LEJbIO OLEHKU PabOThl KOHKPETHBIX
Hanbosee KPUTUYHBIX FJIEMEHTOB
CUCTEMBI Ha pa3HbIX MIaTdopmax.
CrenManbHBIM CPEICTBAM ONTUMU3ALUN
3aMpocCkl HE MOABEPrajInuch, padoTaliu
LITaTHBIE ONTUMHU3aTOPBI.

TectupoBanne NPOBOAUIOCH HA JIBYX
KJIACCax JAaHHBIX — AHAJIOTOBBIE

napameTpbl U MepeYUCINMbIE TapaMeTpBhl.

O060011as pe3yIbTaThl, MOKHO
OTMETHTD CJICYIOIIEE:

BpeMeHa BBIIIOJIHCHUS 3aIIPpOCOB
B IICJIOM CPpaBHHMEI IIPU YCIIOBUH,
4TO IMPOBOJUTCS aHAJIU3 ITJIAHOB
BBITIIOJIHCHHUA 3aIIPOCOB.

Ha Ta6mmitax 6ombioro oorema
PostgreSQL HeckoJIbKO
MIPOUTPHIBAET, HO HE CHIIBHO.
Pe3ynbraTel TECTHpOBAHUS
TOBOPST O TOM, YTO B CITy4asx,
KOTJia JIOTHKa paboThI
MIPWIOKEHUS OTIPEICISICTCS HE
JOTIOJTHUTEIHHBIMH PacyeTamH, a
UCKITFOUUTETTLHO CPAaBHEHUSIMU C
JAHHBIMU BHYTPHU 0a3bl, JIOTHKY
MOXHO 3((HEKTUBHO peai30BaTh

CHCTCMBbI




BrImonHsIMCh Kak 0OBIYHBIC, TAK U
TPYIIIIOBBIC 3aMIPOCHI, B TOM YHUCJIE C
WCITOJIP30BAHUEM arperaTHIX (QYHKITHM.
[TomuepkHEM, YTO TENIBIO TECTUPOBAHUS
ObLTa HE OLIEHKA BPEMEHH BBITTOJIHEHUS Ha
peasIbHOM CepBepHOM 000pPYAOBaHUH, &
CpaBHHTEJIbHAS OIlEHKA OBICTPOACHCTBHS
KOHKPETHBIX 3alPOCOB Ha Pa3HBIX
maTdopMax.

TGCTI/IpOBaHI/Ie IIPOBOAMNJIIOCH HaA
clIeayromunux MakCuMaJIbHbIX o0BeMax:

[IepeuncnumMble mapaMeTpsl -
74 814 952 400 ctpok;

Amnasioroselie napameTpsl - 999 738 400
CTPOK

B BHJIC XPAaHUMOU MPOIIETYPHI,
KakK 3To ObUIO cenano B AC
«Jlucneruepuzanusn» Ha
matdopme Oracle.

I1O mMonynpHBIE pelIeHUs
OTHOCHUTEJIFHO pacrpeieICHUs
byukuit mexxay Backend u
0a30i JaHHBIX CM. II. 1.2

KosnuecTBeHHBIE pe3yIbTaThI
TECTHUPOBAHUS MIPEACTABIICHBI B
MPUIOKEHUH 1.

DoHOBbBIE NMPOLECCH] U MJIAHMPOBIIUK
3ampanmii. [lapannennsm BBIYUCIICHHUM.

B cucreme /lucnieTuepusanuu HEnbl psijg
pacyeToB MPOU3BOIUTCS IO PACITUCAHUIO,
HaIpUMepP, B HOYHOE BpEeMsI UJTH TIOCIIe
3aBEPIICHUS MPEAINICCTBYOIIETO
npouecca. DT 33/1a44 BBITIOJIHAIOTCS B
dboHoBOM pexuMe. PeasinzoBaHbl JaHHbBIE
MPOILIECCHI C MOMOIIBIO TakeToB dbms_job
u dbms_scheduler, orcyTcTBytomumx B
PosgreSQL. ITpuuem, naker
dbms_scheduler Mo>xHO UCTIONIB30BATH IS
TJTAHUPOBAHUS CHCTEMHBIX CIICHAPUCB,
100 3ammycKa BHEIIHUX TPOTrpamMMm, 4To
MO3BOJIACT CAENATh CHCTEMY
JlucneTyeprsaiii MUHUMATBHO
3aBUCUMOU OT OINEPALIMOHHON CHUCTEMBI.
Uepes ot ke Mexanu3Mbl B Oracle
peanu30BaHbI MapajuIeTbHbBIC BRIYUCICHUS,
MO3BOJISIOIINE PE3KO YBEIUUUTD
obicTponiericTBre. OHU UCTIONB3YIOTCS, B

Jns peann3anuu napamieabHbIX
BBIYUCIICHUN ObUTH IPUHSITHI
CJIEIYIOLIUE PEIICHHUS:

a) YCTaHOBKA PaCIIUPECHHUS
PostgreSql dbms_job (na s3bike
Perl)

0) pazpaboTana nporpamma Ha
plPython, mo3Bouisiromas BeI3BaThH
npoiierypy 6a3bl IaHHBIX B
OTJEJIbHOMU ceccuu (U3
OTIEPAIITMOHHOMN CUCTEMBI).




YaCTHOCTH, JUISI TTOJIy4E€HUS OTUETOB,
dbopMupoBaHUs BTOPUYHBIX 0a3 U
MaTepUAIN30BaHHbBIX PECTABICHHA.

[IpoBepka B3anmoecTBUS 06a3 JaHHBIX.

Penreno orkazarbcsa OT
MEXAHU3MOB MEX0a30BOT0
B3aUMOJICHCTBUS

®parMeHTanus Ta0IHIl

IIpoBeneH cpaBHUTEIbHBIN
aHaJu3 TAKUX PEIICHUN KaK:
TimeScaleDb, InfluxDB u
BCTpoeHHOTO B PostgreSQL.
[IpuHATO penmeHne uenoap30BaTh
TimeScaleDb

[Toxpobuee B pazaene
OnTuMm3aIms 1715 XpaHCHHSI
JAaHHBIX BPEMEHHOTO psifa.

IMYJIATOP 00padOTYMKA JAHHBIX.
[enbto co3anust JAHHOTO SMYJISITOpa
SBJISIIACH MPOBEPKA CKOPOCTU 00pabOTKH
JAHHBIX «HA JIETY», T. €. IPOBEpKa
BO3MOXKHOCTH 00pabOTKU JTAHHBIX Mepe]
WX 3aKJIa/IbIBAHIEM B TAOJIHUILY JIJIS
xpanenus. [Ipu co3manuu smynstopa
00paboTUYMKa B MEPBYIO OUYEPEIH
oOpalanochk BHUMaHUE Ha KOJIMYECTBO
nporeyp 00pabOTKH U BHITIOJTHEHUE
HEOOXOMMOT0 KOJIMUECTBa 00palleHui K
TabJIMIaM HOPMATUBHO-CIIPABOYHON
uHpopmaruu. Llenbio TecTupoBanus OblIa
CpaBHHTEJIbHAS OIlEHKA OBICTPOACHCTBHUS
KOHKPETHBIX 3aPOCOB Ha Pa3HBIX
iaTdopmax.

OMynarop o0paboTUHMKa JaHHBIX
MPEICTABIIAECT COOOM pa3BUTHE U
KOHKpETU3AIUIo pabor,
OIMCAHHEIX B II.]1 JaHHOI
Tabnuipbl. B pesynbrare
WCCJICIOBAHMS pabOTHI AIMYJIATOPA
00pabOTKH TaHHBIX ObLIa
000CHOBaHa BO3MOXKHOCTh
OTIPEJICIICHHS COCTOSTHUS
napameTpa U 00bEeKTa «Ha JIETY»,
HEIOCPEJICTBEHHO B MPOIIECCe
MOJTyYCHUS TIEPBUYHBIX
WU3MEPEHUI MTPU OTCYTCTBUU
MEK0a30BOro B3aMMOIEUCTBHUS
(cm.m.3 maHHOM TaOIHIIBI).

OnTumuzaius ¢ HOMOIIBIO
HUCIIONb30BaHus TexHojioruu Citus

IIpoBens yCTaHOBKY, HACTPOUKY
Y TECTUPOBAHKE, OBLIO PELIEHO
UCIIOJIB30BaTh APXUTEKTYPHOE
peuieHue Ha ocHoBe Patroni, Tak




KaK IOCJI€ psijia TECTOB OBLIO
BBISABJICHO, uTO Citus He
ITOAXOIUT M3-3a HeJIOCTATOYHOTO
(byHKIIMOHAJIAa ¥ COOTBETCTBEHHO
OoJtee TI0XOM
MIPOU3BOAUTEIIBHOCTH.

bonee moapoOHbIit
CpPaBHUTEIHHBIN aHAJIN3 OTIHCAaH B
pasjere KIacTepHbIC TEXHOJIOTHH.

1.2. IlomopayibHbIe pellieHUs N0 pacnpeenenuro Backend/B/]

Pemenus o PaCIpCaACICHUN HAI'PY3KU IIPUHUMAJINCH IJIS K&)K,I[Oﬁ 3aJa4Hn

WHIUBUYAIBHO C YYETOM €€ 0COOCHHOCTEHN.

Ne Monyab Pacnpenenenue Harpy3ku
1|
1 | AIMUHHUCTPUPOBAHHUE b/l
2 | IlacmopTuzamms b/l
3 | OrueTsl (BKJIIOYAs €XKEIHEBHBIN BHelinee java-npuiioxeHue
KypHai)
4 | Marpuna mpoGiem Backend
5 | OnepaTuBHBIM KOHTPOJIb b1
6 | AHaIMTHYECKUE 3a]1a4u CnpaBounnku - BJI, pacuets! - Backend.
7 | Ilpouenypa pacuera THB |
MOJINTOHOB.
9 | IIpouenypsl pacuera s IIIaH- CnpaBounuku - BJI, pacuets! - Backend.
(haKTHOro aHaJIM3a.
10 | IIpouenypa pacuera CyTOUHBIX bJ1
3HAYEHHUU IapaMETPOB.
11 | IIpouenypa pacuera MECSIYHBIX bJ1
3HAYEHHUU IapaMETPOB.
12 | IIpouenypa pacuera pacCTOSAHUSA bok-eHn

J0 HCTOYHHKA TEIIOCHAOKCHHUS.




1.3.

KitacTepHble TeXHOJIOTUM

Huxe IMpUBCACHA Ta6JII/IHa BO3MOXXHOCTEH Pa3INYHBIX pemeHHﬁ:

. | Perummkanus | Tpancisiuus
Paznensemsrii . . Jlornueckas | Tpurrepnas |Permukauust | AcuaxponHasi | CHHXpOHHas
Tun daitnoBoi KypHaJia
JIACK peIUIMKalus | peIUIUKALUA SQL peIUIMKalUA | peIIMKalus
CUCTEMBI [pea3anunucu
N3BecTHBIE BCTpOCHHa iS)TrI;I?IZIZ;IZ:
NAS DRBD MTOTOKOBAs Londiste, Slony pgpool-II Bucardo, citus
PUMEPHI peruTiKanmsl,
peIUIMKanus .
pglogical
a3CIsIEMbIC N CKOBBIC JJOT'HYECKOC CTPOKH Ta6HHHH
Meron B3aumM. pasA A WAL Ctpoku Tabnuibl SQL Crtpoku TaOmuIpl | W OJOKUPOBKU
JIUCKHU 010K JIEKOJTMUPOBAHKE
CTPOK
He tpeGyercs
CIIELIMATILHOTO v v v v v v v
o0opyaoBaHus
Honyckaercs
HECKOJIBKO
v v v v
BEAYIIUX
CepBEpOB
Hert nom. v J v v
Harpy3KH Ha
BEJIyIIEM




Her 3anepxku
npu
HECKOJIBKHX
cepBepax

0e3 CHHXD.

0e3 CHHXD.

OTka3z
BEIIYIIIETO
cepBepa He
MOKET
MIPUBECTHU K
noTepe
JaHHBIX

C CHUHXP.

C CHHXD.

Cepsep
PETUTHKHU
MIPUHUMACT
YUTAIOIINEC
3aIpoChl

C TOpsIYUM

pe3epBoM

Permmukanust na
ypOBHE TabuI

He tpebyercs
paspelieHue
KOH(JIMKTOB




B nanHOM IOKyMEHTE HE PaCCMATPUBAIOTCS APXUTEKTYPBI ISl OTKa30yCTOMYUBOCTH C
ucnonp3oBanueM DRBD u NAS, T. k. peanu3anus JaHHBIX CHCTEM MPUOJIMKEHA K
KEJIE3HOMY YPOBHIO M Pa3HUTCS OT CUCTEMBI K cucteMe. CTOUT OTMETHUTb, YTO JTAHHBIC
KOMITOHEHTBI HEOOXOAUMBI U JJOTIOJHSIOT apXUTEKTYPY, IPEITI0KEHHYIO B TAHHOM

JIOKYMEHTE.

Bri6upas Mexxay nomyssipHbIMU KJIACTEPHBIMH PEUICHUSIMUA Ha PBIHKE, KOTOPHIE

HCIIOJIB3YIOTCA B KOpHOpaTI/IBHOﬁ cpeace, ObLIH BBIACJICHBI CICAYIOIIHNC apXUTCKTYPbI:

e Citus — pacHMpeHue ¢ OTKPBITHIM UCXOIHBIM KOJ0M 110 JutieH3uu AGPL.
[To3BonsieT caenath «pacnpenenénnbiiny knacrep PostgreSQL, rie Bce cepBepa

ABJKOTCA BEAYIIUMHA U pa60Ta}0T B PCIKUMC I'OpsA4Cro pc3cpBa.

o Patroni — nporpamMma ¢ OTKpPBITBIM UCXOJHBIM KOAOM 110 JintieH3un MIT.
ObecneunBaet «opkectpanuto» PostgreSQL, T. e. 3aHMMaeTcs MOHUTOPUHIOM

cocTosiHMEeM 0a3 JTaHHBIX U MepeKItouaeT cepnepa npu failover.

e PgPool-II — nmporpamma ¢ OTKpPBITBIM UCXOJHBIM KOJOM I10 JIMIIEH3UU CXOXKEN C
MIT, xotopast oOecrieyuBaeT myJ1 MOAKIIOYCHUHN, OaTaHCUPOBKY HArpy3KH,

ABTOMAaTHU4YCCKOI'O aBapHﬁHOFO ICPCKIIIOUCHUA U PCIINIMKALIH.

Hwxe npuBeaena Tabauia ¢ BO3MOXXHOCTIMH PEIICHUM:

Citus Patroni PgPool-I1
Jlunensus AGPL MIT MIT-like
ApXuUTEKTypa Extension Orchestring Proxy-like
Tun perummkanuu Pennmukanus Ha

ocHoOBe onepaTopoB | WAL + nmoruyeckas
SQL

H ITIOTOKOBas peIIMKanus

PEIINKanus




MynbTHMacTep v - v
Pacnipenenénnas
v - v
Harpyska
[TepepaboTka
Backend - v -
MPUIOKEHUS
Tpebyertcs
etcd, HAProxy,
JOTIOJTHUTETHHOE
PGBouncer PGBouncer, -
IPOrpaMMHOE
TimeScaleDB
obecrieueHue
IIpocrora
HACTPOWKH
Hcnone3oBanue B . . 1C, IBM Compose,
Cisco, Microsoft, . -
KOMITaHUSIX TimescaleDB, Fujitsu
Pex, ConvertFlow .
Gitlab
PacmpocTtpanén-
Cpennsis Bricokas Hwuzkas
HOCTh

ITo pe3ynbpTaTaMm TaOIUIIBI U UCIIOIB30BAHUIO PEIICHUM B KOPIIOPATUBHOM Cpejie,

BBIOOD cyXkaeTcs 110 AByX peuieHuit — Patroni u Citus.
['maBHOM TpoOaeMOi TTpU BEIOOPE U3 ITUX PEIICHUM CTOUT HAIEKHOCTh CUCTEMBI:

o KoHbpnukTHBIE CUTYaIUU:



]

Jiist paspenieHust KOHQIUKTHBIX CUTYaluid, Patroni ucromnabs3yeT cuctemy
etcd, ucnonw3zyemyto B k8s. Etcd — camoe HaaéxHOE U IPOTECTUPOBAHHOE

BpeMeHeM xpaHwiuiie key-value.

Citus Tak *e, KaK ¥ patroni, HCIIOJIb3YyEeT pa3penieHrne KOH(DIUKTOB, HO yiKe
CO BCTPOCHHBIM KOMIIOHEHTOM, UMEHYEMBIM «KOOPIMHHUPYIOLIEM Y3IOM).
[TockonbKy citus ucnonb3yeTces Aid co3ganus multimaster, Takue
KOH(JIMKTHBIE CUTyallud MOTYT MPUBECTH K KaTacTPOPHUUIECKUM
MOCJIEACTBUSIM, €CJIM TAKON KOOPAUHUPYIOIIEH y3€J COIEPKUT B cede

OIMOKHU B IIpOorpaMMHOM KOAC HUJIN JKC MHBIC YA3BHUMOCTH.

Pacrnipenenénnas narpyska:

[e]

Patroni He mo3BosseT co3nate multimaster, MO3TOMY B TaKOH apXUTEKType
BO3MOKEH €MHCTBEHHBIN Beqymnii cepsep. McnonszoBanue HAProxy,
obecneunBaronuii pactpeaenenue Harpy3ku READ tpanzakiuit, npuBeaér

K IepepaboTKe JJOTHKH 00palieHus K 0a3e JaHHBIX Ha CTOPOHE IPUIIOKCHHS -

Backend.

C npyroii croponsl, Citus pacnpenensieT Harpy3Ky MeXIy y3JaMu
CaMOCTOSITENIbHO, 0€3 AOMOJHUTEIBHBIX IPOTPAMM U KOMIOHEHTOB. CTOUT
00paTUTh BHUMAHUE, YTO OTKPBITHIX JAHHBIX € 3(P(HEKTUBHOCTHIO JAHHOTO

pacnpeneneHus B OTKPBITOM IOCTYTI€ HAUTH HE yAAIO0Ch.

[IpocToTa KoHpUTypanuu:

o

Patroni ucnons3yeT 1onoHUTEIbHBIE KOMITIOHEHTHI etcd u Haproxy mist
oOecrieueHus pa3penieHs: KOHGINKTOB U pacTIpeIeTICHIUS HAarPy3KH
COOTBETCTBEHHO. B CBs3M ¢ 3TUM, KOJTMUECTBO KOH(DUTYparuii u
APXUTEKTYPHBIX PEIICHUN 3HAYUTEIIBLHO YCIOKHSAETCS, YTO IPUBOJUT K

0o0J1€€ CI0KHOU MOAJIEPIKKH CEPBEPOB.

Citus 3HAYUTENBHO MPOIIE B APXUTEKTYPHOM IIJIaHEe, HO TpeOyeT Goiiee

TOHKOM HACTPOWKH.

Hcnonb3oBaHue B KOPIOPATUBHOU Cpejie:



o ApxutekTtypa Patroni yxe 1aBHO UCTIOIB3YETCS B KPYITHBIX KOMITAHUSX,
takux Kak 1C, Gitlab u IBM, B cBsi3u ¢ ueM gaHHasi apXUTEKTypa SIBISETCS

Oonee HaIEKHOM, TTOCKOJIbKY MPOIILIa TIPOBEPKY BPEMEHEM.

o Citus 10CTaTOYHO MPOTPECCUBHAS TEXHOIOT s, KOTOpas JOHKHA 00€CIIeUTh
Oonee HaAEKHOE XpaHEeHUE JaHHBIX. TeM He MeHee, 3TO HOBasi TEXHOJIOT S,
KOTOpasi He CTOJIb IIUPOKO UCIOJIb3YETCS CPEAU KOMITAaHUM, UMEET MEHEE
oIpOOHYI0 U JJOCTYITHYIO JTOKYMEHTAIMIO U TTOKa YTO HE MPOoIIia MIPOBEPKY

BPEMEHEM.

ApxutekTypa kiactepa myjabtumactep (Citus) nepcreKTUBHA U UMEET CMBICI
peanu3anuu B Oyaymiem, Korja OyyT penieH Heo0X0 UMb (GyHKIIMOHAMT JJIs

PabOThI CHCTEMBI TUCTICTYCPHU3ALIUH.
ILarocobl:
BBICOKHM YPOBEHb MacCIITaOUPyEeMOCTH;

UCIOJIb30BaHue (yHKIMOHaNa, paciupernit PostgreSQL 6e3 ctopoHHMX

porpamm;
pacnpenenéHHas Harpyska write;

OoJiee MpocTasi yCTaHOBKH U TOJIEPIKKa.
HenocraTkm:

DKCliepUMEHTaIbHAsA apXUTEKTYPa, HE PaCIPOCTPaHEHHAS B KPYITHBIX

KOMITAHUSIX;

He coBmectumMm ¢ pacmupenuem TimeScaleDB (cwm. pasaen ontuMu3amus 1is

XpaHEHHMsI IaHHBIX BPEMEHHOIO Psifa.)

Nwmeer psif orpaHueHU, CBI3aHHBIX C OCHOBHBIMU (pyHKIMsIMU SQL:

MO/I3aIPOCHI ¥ IprucoeAnHEeHne(join).

[TonnepxuBaeT o0beIMHEHUE MEKTY O0a3aMu JAHHBIX ITyTEM
nepepacnpeesieHus: JaHHBIX B COOTBETCTBUH C mojieM "O0beauneHue". IToT

npoiiecc HazbiBaeTcss MapMerge. DTOT METOI TOIIEPIKUBAET TOJIBKO



CCTCCTBCHHOC COCAUMHCHUC, APYTUC COCAMHCHUA ITO-IIPCKHEMY HE

MMOAACPIKUBAKOTCA,

5. YcTtaHOBKa citus O4eHb MPOCTa, HO JJISl PeajbHOTO UCIOJIb30BaHNUS B
MPOJIaKIIIeHE TPEOYIOTCS HEKOTOphIe yeuiusl. Hanpumep, Kak paciiupuTh
€MKOCTb - 3TO IIpo0siemMa, KOTOPYIO Hellb3sl M30eKaTh Mociie MPOU3BOACTBA, a

BCPCHUA citus JJIA COO6HI€CTBa HC IIOAACPKUBACT PACHIMPCHUC CMKOCTH.

BriBoa: [IpunsTO peliieHre UCIOIb30BaATh APXUTEKTYpa KIacTepa MyJIbTUPE3EPB

(Patroni).

1.4. Ob6ecneyeHre OTKAa30yCTOMYMBOCTU. ApXUTEKTYypa KJ1acTepa
MyJIbTHpE3epB
Ha cxeme Himke mokaszaHa o01I1ast apXUTEKTypa CUCTEMBI Ha ocHOBe Patroni,

PgBouncer u HAProxy:

Pucynok 1 ApxurekTypa Knactepa MyJIbTUPE3EPB.



KaueHmbl U cepBep NpuaoxeHUd
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Pucynok 1 ApxurtekTypa Kiactepa MyJIbTUPE3EPB.

JlaHHasi apXUTEKTypa COCTOUT U3 CIEAYIOIINX KOMIOHEHTOB:

e HAProxy - cepBepHOe mporpaMMHOE 00eCIieueHHE 1JIs1 00eCIIeueHUs BEICOKOM
JIOCTYITHOCTH ¥ 0aJTaHCUPOBKHU HATPY3KH JJISI IPUIIOKEHUH, TIOCPEICTBOM

pacrnpenenieHus BXOASIINUX 3alPOCOB Ha HECKOJIBKO 00CITYKMBAIOIIUX CEPBEPOB;
e PGBouncer - nporpamma, ynpasisitoniasi myJioM coequHennil Postgres;

e Patroni — mporpamma i1 aBTOMaTHU3aIMU MOCTPOCHUS KJIACTEPOB BHICOKOM

JOCTYITHOCTH;

e ctcd - HanéxHas u ycrouuBas k c0osim key-value 6a3a qaHHbBIX 715

paszpenieHusi KOHQIUKTOB (ompeaeneHus main u replica).



JlaHHas apXUTEKTypa IPEAIoaracT yCTaHOBKY U HACTPOMKY KaK MUHUMYM TPEX
CEpBEPOB Ha KaKJIOM U3 JIByX pa3iIMuHbIX Aara-ueHTpax (1 u 2). Ha ornenbHbIX naTa-
nentpax (3 u 4) ycranaBnubaercs HAProxy u knactep etcd. Cunxponu3zanus 6a3sl
JaHHBIX MEXIY CEpBEpaMU B OJTHOM JlaTa-lIEHTPE — CUHXPOHHAs, sl 0OecTieueHUs
0osee HaaEKHOM LIETOCTHOCTH JaHHBIX. CHHXpOHHU3ALKs 0a3 JaHHBIX MEXYy JaTa-
[EHTPaMU — aCHHXPOHHAs, AJisl 6osee ObICTpOol epeaaun JaHHbIX. B kaxaom u3
cepBepoB B nartatienTpax 1 u 2 ycranasiauBaercs PGBouncer, PostgreSQL u Patroni. B
KJIacTepax B jaTaneHTpax 3 u 4 ycranasnuBaetcs etcd u Haproxy. Permmkarus
MeXly 0a3aMy JaHHBIX MPOUCXOIUT 3a CUET BCTPOCHHOMN JIOTMUECKOM perIMKaIuU

PostgreSQL.

Hwxe npuBeneHa tabauna ¢ pacrpeaeieHueM YCTAaHOBKH KOMIIOHEHTOB apXUTEKTYPhI

Ha pa3JIMYHbIX JaTalleHTpax U cepBepax:

JlaTatieHTp Cepsepbl
Haproxy | PgBouncer |PostgreSQL | Patroni Etcd

Datacent | Server 1 — N4 V4 V4 —
erl

Server 2 — v v v -

Server 3 — N4 V4 V4 —
Datacent | Server 1 — N4 V4 V4 —
er2

Server 2 — v v v -

Server 3 - v v v -
Datacent| Cluster V4 — — — —
er 3




Datacent | Cluster - — — - Vv

er4

B nanHoi1 apxuTekType ennHas Touka oTkaza — Haproxy, MOCKOJIbKY K 3TOMY
KOMITOHEHTY apXHUTEKTYpbl UAET oOpalleHne Ha CTOPOHE KIIMEHTOB U MPUIIOKESHUI.
Taxk e, HaMBaXHEHIIIMM KOMIIOHEHTOM apXHUTEKTYphI 1Jisi paboTsl Patroni

HE00X0IMMO 00€CTIeYUTh 0TKa30yCTOMYHNBOCTH etcd.

Jlist obecniedeHns 0TKa30yCTOMYMBOCTH Haproxy, mpenaraercs cienaTh CUCTEMHBIH
kiactep Ha ocHoBe k8s. Konduryparus u pabora komnonenrta k8s He Oyaer onucana

B JIAHHOM JIOKYMEHTE.

JUJ1st MpOCTOTHI pa3BOPAYMBAHMS CUCTEMBI BOBMOYKHO MCMOJb30BaHue Ansible —
HaOOp NMPOrpaMMHBIX HHCTPYMEHTOB, MTO3BOJIAIOIINX HCIIONIb30BaTh HHPPACTPYKTYpPY
kak koja. Konduryparus u pabota komnonenta Ansible He OyieT onrcana B JaHHOM

JIOKYMEHTE.

1.5. OnTuMu3anuA A1 XpaHEeHHUs JaHHbIX BpEMEHHOr0 psja.

J1st pernieHus ¢ XpaHeHWeM W ONTUMHU3AIUCH JaHHBIX BPEMEHHOTO Psia MbI
YCTaHOBWJIM U TIPOTECTUPOBAIM Takue pemieHus kak: TimeScaleDb, InfluxDB

TimescaleDB - 6a3a qaHHBIX ¢ OTKPBITHIM UCXOIHBIM KOJOM, ONITUMH3UPOBAHHAS

AJI XpaHCHUA JaHHBIX BPCMCHHOI'O psaa.

InfluxDB- cuctema ynpasiienust 6a3aMu JaHHBIX C OTKPBITBIM UCXOHBIM KOJIOM
JUTSI XpaHEHUsI BpEMEHHBIX PSIOB; HamucaHa Ha si3bike GO ¥ He TpeOyeT BHEIIHUX

3aBUCUMOCTEM.

IIpoBens cpapauTEIbHBIC TeCTHI TimeScaleDb, InfluxDB 6b1u10 ipuHSTO

pelieHre ucnoiab3oBaTh TimeScaleDb:



e Peamusyercs, kak pacimmpenue PostgreSQL

e bonee yauBepcanbHa, yeM mozens InfluxDB, u oGecrieunBaeT 6oJibliie
(GyHKIHH, THOKOCTH M KOHTPOJISl. DTO OCOOEHHO BaXKHO MO MEPE Pa3BUTUS

CHUCTEMEL.
e TlonnepxuBaer SQL
e TlopmepxuBaeT aBTOMAaTUUYECKOE CErMEHTUPOBAHUE

. HOI[IIGp}KI/IBaeT ABTOMAaTH4YCCKOC p336I/I€HI/IC BPCMCHHBIX U ITPOCTPAHCTBCHHBIX

U3MEPEHNN.

. HOI[IICp}KI/IBaeT HCCKOJIBKO HapaJIJIGJIBHBIP'I 3aIIpoC OAHOI'O CCPBCPA U

HCCKOJIbKNX YaHKOB, BHYTPCHHAS OIITUMU3AlHA 3aIICH.

XapakTepucTuKa InfluxDB TimescaleDB
octymubie OC : . .

Hlocty Linux, OS X Linux, OS X, Windows

cepeepa

CxeMa JaHHBIX He nyxHa Hyxna
Yucia, CTpOKH, JOTUYECKUM TUTT
nansbix (boolean), maccusbl, JSON,
BLOB, reonpocTpaHCTBEHHbIE

Tunsl TaHHBIX Hucia u cTpoku
W3MEPEHUs, BATIOThHI, ONHAPHBIC
JTAHHBIC U JIPYTHUE CIIOKHBIC TUITBI
JTAHHBIX

[Tonnepxkka XML |Her Ectb

Broprunsie

P Her Ectb
HHJICKCBI
SQL SQL-1mogo0HbBIH S3bIK Ectpb



https://ru.bmstu.wiki/Linux
https://ru.bmstu.wiki/OS_X
https://ru.bmstu.wiki/Linux
https://ru.bmstu.wiki/OS_X
https://ru.bmstu.wiki/Windows
https://ru.bmstu.wiki/JSON_(JavaScript_Object_Notation)
https://ru.bmstu.wiki/XML_(eXtensible_Markup_Language)
https://ru.bmstu.wiki/SQL

bu6mmoreka Ha C, moTokoBsie API
HTTP API, JSON ’
Bunaer API UDP ’ ovet i 6onpinx 00bekToB, ADO.NET,
JDBC, ODBC
Net, Clojure, Erlang, Go,
o TenKIBACMLIC Haskell, Java, JavaScript, [.Net, C, C++, Delphi, Java,
H%ifﬂp JavaScript (Node.js), JavaScript, Perl, PHP, Python, R,
Lisp, Perl, PHP, Python, [Ruby, Scheme, Tcl
R, Ruby, Rust, Scala
®ynxiuu noas3osatens, PL/pgSQL,
CepBepHble He PL/Tcl, PL/Perl, PL/Python, PL/Java,
T
CKPHIITBI PL/PHP, PL/R, PL/Ruby,
PL/Scheme, PL/Unix shell
Tpurrepsr Her Ectp
Paznenenue o BpeMeHu u
Merozet [Tapauur IIPOCTPAHCTBY aTpuOyTOB
pa3aenaeHus pA pOCIp Y aTpHby
(X2ILIUPOBAHKEM)
M P
Mertonsl Bri6upaemsiii paktop ACTEP-CIICHE PEILTHRAIIA €
TOPSTYUM YTCHHEM H
peruTuKanuu PETUTMKAITAN .
pe3epBUPOBAHUEM Ha CIICUBaX
Buemnue kimroun  |Het Ecth
K
oHient Her ACID
TpaH3aKIUi
[IpocTo ympaBieHue ¢
JleTanbHbBIC MTpaBa JOCTYyTIA B
KoHTposbs gocTyna |[IOMOIIbI0 aKKayHTOB
. cootBeTcTBUM ¢ SQL cranmaproMm
IT0JIb30BaTeIICH

TimescaleDB peanusyercs kak pacmmpenue PostgreSQL, u mosTomy omnepariiu ¢

JAHHBIMHU BPEMEHHOTO psiJia He OyAyT OTJIMYAThCA OT Olepanuil B pesIaIMOHHON 0a3e

JaHHBIX.

[lepBu4HO# TOUKOM B3aMMOJICHCTBUS C TAHHBIMHU SIBJISIETCS TUIIEPTAOIHIIA

(hypertable). 'uneprabnuia — 3To TabauIa, MAPTUIIMPOBAHHAS 10 3aITAHHOMY



https://ru.bmstu.wiki/API_(Application_Programming_Interface)
https://ru.bmstu.wiki/HTTP_(Hypertext_Transfer_Protocol)
https://ru.bmstu.wiki/UDP_(User_Datagram_Protocol)
https://ru.bmstu.wiki/ADO.NET
https://ru.bmstu.wiki/JDBC_(Java_DataBase_Connectivity)
https://ru.bmstu.wiki/ODBC_(Open_Database_Connectivity)
https://ru.bmstu.wiki/Clojure_(язык_программирования)
https://ru.bmstu.wiki/Erlang_(язык_программирования)
https://ru.bmstu.wiki/Go!_(язык_программирования)
https://ru.bmstu.wiki/Haskell_(язык_программирования)
https://ru.bmstu.wiki/Java
https://ru.bmstu.wiki/JavaScript
https://ru.bmstu.wiki/Perl
https://ru.bmstu.wiki/PHP_(язык_программирования)
https://ru.bmstu.wiki/Python
https://ru.bmstu.wiki/Ruby_(язык_программирования)
https://ru.bmstu.wiki/Rust_(язык_программирования)
https://ru.bmstu.wiki/Scala_(язык_программирования)
https://ru.bmstu.wiki/C%2B%2B_(язык_программирования)
https://ru.bmstu.wiki/Delphi
https://ru.bmstu.wiki/Java
https://ru.bmstu.wiki/JavaScript
https://ru.bmstu.wiki/Perl
https://ru.bmstu.wiki/PHP_(язык_программирования)
https://ru.bmstu.wiki/Python
https://ru.bmstu.wiki/Ruby_(язык_программирования)
https://ru.bmstu.wiki/ACID_(Atomicity,_Consistency,_Isolation,_Durability)

CTOJIOIly Ha BpEMEHHbIE YaHKH, IPUUEM KaXK]IbIii YaHK COOTBETCTBYET ONPECICHHOMY
BPEMEHHOMY MHTEPBay U 00JIaCTU MPOCTPAHCTBA. DTU pa3Jieiibl HEe IEPeCceKaroTCs,
YTO MO3BOJISIET TUTAHUPOBIIUKY 3alIPOCOB MUHUMHU3UPOBATH HA0OP YaHKOB, KOTOPBIE

OH JIOJDKEH 3aTPOHYTH IIPU BBIIIOJIHEHUU 3a1POCa.

]_IJ'ISI TOrO, YTOOBI 00ECIICYNUTh OIITUMAJIbHYIO HAI'PY3KYy CUCTCMEI, HCO6XOI[I/IMO
nepeco3aaTb CaMbIC HAI'PYKCHHBIC YaCTH CUCTCMBI, Ta6J'II/II_[BI, B FI/IHCpTa6J'H/II_[BI.
HaHHBIﬁ MpoHecC COCTOUT U3 ABYX 3TAIIOB: CO3JaHUC Ta6J'II/IHI>I H IICPCCO3qaHUC

TaOIUIbI B TUIIEPTAOJIUIIBI.
Cnucoxk runeprabnui B bJ1:

dz calc value past
dz_day deviation
dz_day deviation obj
dz day deviation_struct
dz_deviation
dz_deviation_gtr
dz_deviation obj
dz_deviation_struct
dz_eco data 10m
dz_eco data 20m

dz eco data 60m
dz_hist data
dz_hist_datal

dz hist data per
dz_hist data tnv

dz hist day data
dz_hist day data gtr
dz_hist month data
dz_hist month data gtr
dz_hist year data



dz hist year data gtr
dz_ notice

dz_p hist data

dz pf day data
dz_plan_month data
dz pump day data
dz_trash data

[IpoBeneHHbIC TECTHI ¢ TUNIEPTAOIUIIAMU (CMOTPETH MPUIIOKEHUE 2)

1.6. IIpumMeHseMble NpOorpaMMHbIe NPOAYKTHI U JIMII€H3UOHHAs
noAJepKKa.
Jnst peanu3zanuu TpedboBanuii T3 mo 06béMam o6padaTeiBaeMoit HHGOpMAIIHH,
OBICTPOJICHCTBUIO U OTKA30yCTOMYMBOCTH HEOOXOIMMO MCIOJIB30BaTh PsAJl CBOOOIHO
pacupoCTpaHsAEMBbIX POTPAMMHBIX ITPOAYKTOB, UMEIOIINUX OTKPBITYIO JTULEH3UIO U HE
3anpenieHHbIX Munnudpel Poccun nis npumenenus B Poccuiickom I10.

Iponykr JInnen3usa
PostgreSQL PostgreSQL License
plpython3u PostgreSQL License
pg_dbms_job PostgreSQL License
TimescaleDB Apache License 2.0
etcd Apache License 2.0
Patroni MIT
pgbouncer ISC License
HAProxy GPLv2
JIuuen3us Onucanue
PostgreSQL License Taxas xe, kak MIT
ISC License Taxkas ke, kak MIT
Apache License 2.0 Pa3pemaer:
* Kommepueckoe UCTIoTb30BaHNE
* PacripocTpaneHue
* 3meHeHue
* JIn4HOE MCIIOIb30BaHUE
* IlpenocTaBieHue MATEHTHBIX MMPaB




Tpe0yer:
VYIIOMUHAHUS aBTOPCTBA U JIMIIEH3UH B paboTe
VYka3bIBaTh H3MEHEHHsI, BHECEHHBIEC B Pa0OTy

3anpemaer:

* Hukakux 00s13aTeNIbCTB

* Hukakoli rapaHTUH

* He mepenaroTcst mpaBa Ha TOPTOBbIE MapKU

MIT Pa3pemaer:

Kommepueckoe ncnosnb3oBaHnue
PacnipocTpanenue

N3menenune

JIndHO€ HCTOJIb30BaHKE

Tpe0Oyer:
YoMuHaHUs aBTOPCTBA U JIUIIEH3UH B paboTe
3anpemaer:

* OTKa3 OT OTBETCTBEHHOCTH
* Hukakoil rapaHTuu

GPLv2 Pa3pemaer:

KoMMepueckoe HCIosib30BaHne
Pacnipoctpanenue

N3menenune

JInuHoe ucnonb3oBaHue
IIpenocraBiieHHe MATEHTHBIX MTPaB

Tpeoyer:
PacnipocTpaHAaTh MCXOIHBIN KOJ BMECTE C
IPOAYKTOM
VYHoMHHAHUS aBTOPCTBA U JIMLEH3UH B paboTe
VYka3bIBaTh U3MEHEHUS], BHECEHHBIE B pabOTy
[Tpou3BoHbBIE TPOAYKTA HEOOXOAUMO
BBIITYCKaTh MO/ TOW K€ JINLICH3UEN

3anpemaer:
* OTKa3 OT OTBETCTBEHHOCTH
* Hukakoii rapaHTUH

B cnydae nonoxutensHbix pe3ysibratoB HUOKP o BeiOopy nporpamMmmHoit
apxutektypsl AC « TEKOH-/ucneruepuzamus» ¢ npumenenreMm CYB/] PostgreSQL
IJIAHUPYETCS MOCTIE 3aBEPIICHUS ATala ONbITHOM 3KCILTyaTauud Mo yJisi CUCTEMBI IO
MoOAyJbHas akkpeauTtanus paspadoransoro [0 8 Munmudpsr Poccun kax
Poccwuiickoro nmporpamMmmMHoOT0 0OecreueHus
(https://reestr.digital.gov.ru/news/315949/).






2. Nupopmanuonnbie noToku AC «Jlucneryepusanusn»)

Pucynok 2 O0mrast cxeMa apXUTeKTypPbl CUCTEMBI.

v |
Server 1 :
|¢$| PGBouncer :
Master :
2 paTren Y
Server 2 seted Server 3
|%5| PGBauncer : éj PGBouncer
* Replica Replica :
PATRON| PATRONI
+ +
meted seted
Server 4
pgBackRest

nline backups

e oy

reliable!

Ha puc. 2 npeacrasnena o01ias cxeMa apXuTeKTypbl cucTeMbl. OJTHUM U3 BaXKHEHIITNX
MPOIIECCOB B CHUCTEME SIBJISETCS TPOIEcC OOpabOTKH pe3yibTaTOB HW3MEPECHHUIA,
MPUXOAIINX ¢ OOBEKTOB. Pe3ynbTaThl MOCTaBISIOTCS CIECNUATBHBIMU JpaiBepaMu
client — mocTaBIIMKaMH JaHHBIX, KOTOPbIC BBI3BIBAIOT (DYHKIIMU, 00ECIICUUBAIOIINE
s pexTuBHYI0 00pabOTKY ITUX JTAHHBIX — PACYET COCTOSTHUS TapaMeTpa Ha OCHOBAHUU
HOPMAaTHBHO-CIIPABOYHOW MH(OPMAIINU, pacuyeT BBIYMCIMMBIX MapaMeTpPOB, 3aKIIAIKy

UCXOJHBIX (M3MEPEHHBIX ) 3HAYEHUHN U ONIPEIEIEHHOTO COCTOsIHUS B Tabyuiibl 0a3sl FIL

KaueHms! U cepeep NpuAcKeHUU

i HAPROXY

Load-Banacer

A
R

— DZ HIST DATA, DZ_HIST DATA_ PER u p.

¥
Server 1
zé‘ PGBouncer
| Master
\:\4 ' PATRONI ' v
Server 3 * Server 2
meted
éy PGBouncer : é PGBouncer
Replica Replica .
85 G K
PATRON PATRON
+ +
seted aeted
Server 4
pgBackRest

Online backups

reliable!




Ha ocHOBe 3THX JaHHBIX C TOMOIIBIO (POHOBBIX MPOLIECCOB OCYLIECTBISETCS PacueT
arperupoBaHHON (1Mo BpeMeHH) HHGOpMaIMK, KOTopas B JAajbHeimeMm Oyner
HCIIONIb30BAaThCS BO MHOXKECTBE OTYETOB W B TaKUX MOJYJIAX, HANpUMeEp, Kak
«BenoMocTh TeXHOJOrHMUecKuX mapameTrpoB». Jlins oOpaOOTKM AaHHBIX B paspese
BPEMEHHBIX PSIOB IMIMPOKO Hcmonb3yercs TimeScaleDB; Oynmyun pacimpenuem
PostgreSQL, TimeScaleDB o6ecnieunBaeT HeoOxonuMoe OBICTPOJCHCTBUE TPHU

00paboTke 60IbIINX 00bEMOB JAHHBIX B Pa3pe3e BPEMEHHBIX PSIIOB.

[Tonb3oBaTenn B3aMMOJCHCTBYIOT C cHCTeMOW dYepe3 mnporpammbl Backend,
paboTaroie Ha OTJEIBHBIX CepBepax MPUIIOKEHUU. B COOTBETCTBUM C MOJUTHUKOU
0€30MacHOCTH, MpPH BXOAE KaXJIOTO TIIOJb30BATENIsI B CHCTEMY IIPEXKIE BCETO
MPOBEPSIIOTCS MpaBa 3TOrO IMOJb30BATENSA. 3a ATy INPOBEPKY OTBEYAET MOIYJIb
«AIMUHUCTPHUPOBAHUE II0JIB30BATENEH». On TaK¥XKe o0ecrnieunBaeT
[peJoCTaBICHUE/ TUIICHUE TIPAB I0JIb30BaTeNsl HAa paboTy, YIpaBJieHHUE MOJIUTUKAMU

0€30I1aCHOCTH.

3. Jlornyeckasi MOJeJib JaAHHBIX
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Puc. 3. Jlornueckas moaens nanabix (ER-nmuarpamma Beex tabmui oobeauHéHHOM B/l main)



FB Ceoiicrea | ) JanHeie ,gg‘-nﬂnarpauma
T M

. L 123 CALC_PAR_ID
123 PAR_PROP_ID BB DZ_CALC_AGR_LINK 123 CALC_STAT AGR_ID
123 COND_ID 1230B) 1D nec VARIABLE
123 GROUP ID 123 PARID 123 PAR_ID
123 PAR_COND_ID 123 STAT AGR_ID 123 STAT_AGR_ID
123 STAT AGGR
231D FB DZ CALC AGR ER DZ_BASIC_PARAM
8 DZ_LAST CALC_DAY 122 PARID 123 0B)TYPEID
123 STAT_AGR_ID 123
oD ESTALAG TECHPROC_TYPE_ID
R D 123 PARAM_TYPE_ID
— 123 MEASURE_ID 123 PAR ID
123 STAT_AGGR -
[
) TIME_STAMP I #1 DEV_TECHPROC_TYPE
UPDATED_WHEN
9 : 123 TECHPROC_TYPE ID
DZ_OBJ_ GRAPH_LOG
£8 DZ 0BJ GRAPH_ 131D Aec TECHPROC_TVPE_NAME
173 0BLID 13 PARAM TYPE ID Asc TECHPROC_TYPE_CHAR
173 PARLID woc PAR CODE 1| 123 TECHPROC_TVPE_MASK
123 OLD_VAL . o
s _ apc PAR_MEMO e R DZ_PARAM_TYPE
NEW_VAL oo [mecPAR_NAME |
#) UPDATED_WHEN " 0123 TECHPROC_TVPE_ID 125 PARAM_TYFE ID
apc UPDATED_BY 15370ME = fee--e- £ ABC PARAM_TYPE_MAME
£P DZ_OBH_PARAM [12315_GRAPH [ REC PAR_CATEG
e . fBC
v lo- - 123 VISIBLE Ty, [CVLTPED | [emoz_oav pecResse
2N ”5 mec BASE_PAR_CODE . - [P DZ GRAPH - 123 DEC ID
. Agc IS_COMMERCIAL T - -
123 COL_LEV 2 . 123 GRAPH_ID fec DEC_MAME
123 COL_LEV 1 ]
LEV- r{12315_DECREASE 79¢ GRAPHLNAME | | 7éc DEC. DESC
F7 DZ_0BJ_PRESSURE »' | 123 EDIT_ENABLE foc GRAPH DESC -
123 0BJ_ID v 125LETO_CONTROL £7 DZ_OBJ_GRAPH N
13 ' | '
PAR_ID , v 1230BJID N
123 PRESSURE S : 123 PAR_ID )
E DZ_0BJ_PRESSURE_LOG | | DZ_0BI PARAM_OTKL || #8 DZ_PARAM STAT|{ 123 GRAPHID |
123 0BLID 123 0BJ_ID 12 PARID £8 DZ_OBJ_DECREASE
123 PARID 123PAR_ID 127 STATAGRID 1230BJID
123 OLD_ VAL € IN_ACTIVE 123 INTERVAL_ID 123 PAR_ID
123 NEW_VAL &) OUT_ACTIVE 123 MEASURE_ID =
€) UPDATED WHEN A8t COMMENTS 123 VIS_STAT 129DEC D
At UPDATED,_RY Aat INSERTED_BY 5
123 CLOSED £F DZ_PAR_DEV_LINK | | P REP_MASK_PARAM
123 PARID 123 MASK_ID
1230BJ_ID 1230BJ_ID
123DEV_ID 125 PAR_ID

Pucynok 4. [Ipencrasnenue tadbiuisl DZ PARAM u cBsizu ¢ apyrumu TabiuiiaMmu
u3 6a3el B Busie ER-auarpamMmel.



- n
CeoiicTea | 555 Awarpamma

R DZ_HIST_DATA

A DZ_TRASH_DATA

£ DZ_BAD_DATA

B DZ_CURR_DATA

A DZ_CURR_DATA1

PR DZ_CURR_DATAZ

123 PARAM_COND_ID
123 PAR_VALUE_DIF

123 0BJ_ID 1230BLID 123 OBJ_ID

123 PAR_ID © TIME_STAMP A5 PAR_VALUE

123 STAT AGGR 123 PAR_ID &) TIME_STAMP

) TIME_STAMP 123 STAT_AGGR 123 QUALITY

123 PAR_VALUE mBC PAR_VALUE #) UPDATED_WHEN
123 QUALITY 123 QUALITY 123PARID

&) UPDATED_WHEN | | ) UPDATED_WHEN ||123 STAT_AGGR

PR DZ_HIST_DATA_TNV

123 ERROR_MUM
ReC ERROR_MSG

#) UPDATED_WHEN
123 PARAM_COND_ID
123 STAT_AGGR

123 OBJ_ID 123 OBJ_ID

123 PAR_ID 123 PAR_ID

aec PAR VALUE 123 PAR_VALUE
&) TIME_STAMP &) TIME_STAMP
123 QUALITY 123 QUALITY

) UPDATED_WHEN
123 PARAM_COMND_ID
123 STAT_AGGR

122 DEV_ID

&) G_TIME_STAMP

R DZ_PARAM_TYPE_STAT

R DZ_CURR_DATA_DEV

123 5TAT_AGR_ID
123 PARAM_TYPE_ID
123 MEASURE_ID
REc GEM_STAT_AGR
REC CATEG

123 0B_ID

Rec PAR_VALUE

&) TIME_STAMP
123 QUALITY

#) UPDATED_WHEN
123 PAR_ID

123 STAT_AGGR
Apc PAR_VALUE_10
REC PAR_VALUE_20
REc PAR_VALUE_30
ABC PAR_VALUE_40

R DZ_ECO_DATA_10M 123 TRANS
123 0BJ_ID 123 0BJ_ID 123 PAR_VAL
123 PAR_ID 123 PAR_ID REC COMMENTS
123 STAT_AGGR 123 STAT_AGGR
&) TIME_STAMP &) TIME_STAMP PR DZIM.DATA
#BC PAR_VALUE 123 PAR_VALUE 12308LID
123 QUALITY 123 QUALITY ABC PAR_VALUE
) UPDATED_WHEN || @) UPDATED_ WHEN || & TIME_STAMP
123 PARAM_COND_ID || 123 PARAM_COND_ID || 123 QUALITY
123 PAR_VALUE DIF 123 PAR_VALUE_DIF ) UPDATED_WHEN
123 PAR_ID
123 STAT_AGGR
mec TRANS
123 PARAM_COND_ID
@) G_TIME_STAMP

1230BJ_ID Asc PAR_VALUE_50
123 PAR_ID £ LAST TS
ABC PAR_VALUE 9 DZ_P_HIST_DATA
£) TIME_STAMP
123 QUALITY 1230B)_1D
#) UPDATED_WHEN 125 PARID
123PARAM_COND_ID | |7 STAT_AGGR

) TIME_STAMP

123 5TAT_AGGR

123 PAR_VALUE
#) UPDATED_WHEN
123 PARAM_COMND_ID

Pucynox 5 ER-guarpamma tabinuil, B KOTOpbIE IPOLIEAYPhI TOce 00paboTKu

3allMCBIBAIOT JAHHBIC C OIIPCACIICHHBIMH COCTOSHUSAMMU.




4. AnmapartHoe o0ecrieyeHmne

OyHKIUU Kommbrotep [Ipumeuanue

Cepgepsl B/1 172.16.4.37, CVYB/, cpeast pa3paboTky,
E‘(’;tfzszL P 17216332 172.16.4.34, | PACHPCHIE

HAProxy 172.16.4.35 banancupoBIIMK HArpy30k
Cepaep 172.16.4.29 Back-end, Front-end
IPUIIOKEHUN

Hononnurensneie | 172.16.4.30-172.16.4.31, TectupoBanue Citus
FOMIIOTEPH! 172.16.4.36

JIns IpOBEPKH U TECTUPOBAHUS IIPUHATHIX PEMICHUN UCITOJIB30BAJICS CJIECTYOLIHMA
aIrnapaTHbI KOMIUIEKCHI:

IP CPU RAM OS

172.16.4.29 Intel xeon 32r6 RHEL 7.9
2,3ghz

4 sapa
Intel xeon 2,3ghz
16 sanep
Intel xeon
2,3ghz

16 anep
Intel xeon
2,6ghz

10 simep
Intel xeon
2,6ghz

10 simep
Intel xeon
2,6ghz

10 simep
Intel xeon
2,6ghz

10 simep
Intel xeon

172.16.4.30 12816 RHEL 7.9

172.16.4.31 64r6 RHEL 7.9

172.16.4.32 32r6 Red OS 7.3.1

172.16.4.33 32r6 Red OS 7.3.1

172.16.4.34 64r6 Red OS 7.3.1

172.16.4.35 6416 Red OS 7.3.1

172.16.4.36 64r6 Red OS 7.3.1




2,6ghz
10 simep
172.16.4.37 Intel xeon 6410 Red OS 7.3.1
2,6ghz
10 simep

BJ1: PostgreSql:
VY cTaHOBJIEHBI CIEAYIONINE PACIIMPEHUS:

e pg dbms_job - aTo pacmupenne PostgreSQL mist co3ganus, yrpaBiaeHuUs 1
HCIIOJIB30BaHMs 3aIUIaHUPOBAaHHbIX 3anpocoB DBMS JOB.

e Plpython3u npencrasnser peanuzanuto PL/Python, ocHoBaHHYI0 Ha Bapuanuu
s3bika Python 3.

e Moaynb uuid-ossp npenoctanisieT GyHKIUU ISl TeHEPUPOBAHUS
YHUBEpCAIbHBIX YHUKANBHBIX aeHTHPuKaTopos (UUID) no ogHomy u3
HECKOJIBKUX CTaHJAPTHBIX alrOPUTMOB. B HEM Takke ecTh QyHKIINH,
Bblaromue cnenuaibabie UUID-KOHCTaHTHL.

5. BeiBoabl. OCHOBHBIC IPUHATHIC PELICHHS.

Ha ocHoBaHuM npoBeeHHBIX paboT Mo aHanu3y ocodeHHocteit PostgreSQL

ObLIN IMPHUHATHBI CJIICAYIOIINC rJ100aJIbHBIE APXUTCKTYPHBIC PCILICHMUSA:

e Hamuume onHoil oObenMHEHHOHN 0a3bl AaHHBIX Main, comepxalieii B cebe BCHO
ctpyktypy ©0a3: NSI (HopmatuBHo — cmnpaBouHoit uHpopmanuu), FIL (6a3a
nepBUYHBIX AaHHBIX) B SEC (6a3bI pacyeTHBIX JaAHHBIX).

O06paboTKa MEePBUYHBIX JAHHBIX JIOJKHA OCYIIECTBIATHCS «MAKCUMAIBHO OJIM3KOY
K HOPMaTHUBHO-CITPABOYHBIM JaHHBIM, KOTOPBIE OHA MCTOb3yeT. [1o aTol mpuunHe
OBLJIO MPUHSATO pelieHrne 00beTUHUTE BCE 0a3bl B OJIHY.

o Tabmumpl (MOTOKM  JIAaHHBIX) W TNporpaMMbl  (MAaKeThl, OWOJIMOTEKH)
CTPYKTYpPHUPYIOTCSI B 0a3ax JaHHBIX C MOMOUIBIO MOHATUSA «cxema» PostgreSQL.
[Tonsitne «cxema» B PostgreSQL nmpHHIMNMAIBHO OTAMYAETCS OT aHAJOTWYHOIO

noHsaTHs «Oracle» 1 mMo3BOJISET JTOTHIHO CTPYKTYPHUPOBATH IMMPOrpaMMbI U AHHBIC.



e JlocTym K JaHHBIM OCYIIECTBISIETCS 4Yepe3 MpoueaAypbl U (YHKIUHU, JOTHUECKU

crpynnupoBaHHble B cxeMbl PostgreSQL. DToT mpuHIun peanusyeTr TpedoBaHUe

Oe3omacHocTH B3anMoeicTBus mporpamm Backend ¢ 6azamu maHHBIX.

e OLAP- ¢pyHKIIMH U BO3MOXKHOCTH CUCTEMBI PEATU3YIOTCS C TOMOIIBIO PACIIUPEHUS

TimeScaleDB, no3Bomstomero B cpeae PostgreSQL npousBoauth 3¢ heKTUBHYIO

00paboTKy BPEMEHHBIX PSIOB JAHHBIX. JTO KacaeTCsl OOBIIX TAOJIHII.

L ]_IJ'ISI oOecrneueHus OTKaBOYCTOfI‘{HBOCTH HCIIOJIB30BATh CIICHHUAJIBHOC ITPOIrPpaMMHOC

obecneuenue (PgBouncer, Patroni, kiactepHas opranuzanus).

Ipuiaoxkenue 1. Tadimua pe3yJbTaTOB TECTUPOBAHMSA BPEMEHH BbINOJIHCHUSA

3anmpocoB

Taduanua 1. Pe3yJbTaThl CPABHUTEIBLHOT0 TECTUPOBAHUA OBICTPOACHCTBUS
BbINOJIHeHUs 3anpocoB Ha miargopmax Oracle 11g u PostgreSQL 13.

[ess 3anpoca

OnuH nmapameTp o
OJTHOMY OOBEKTY 3a
JnaTy

Bpewms
BBITIOJTHEHUSI
TekcT 3ampoca ¢ KOMMEHTaAPUSIMHU 3ampoca (B CeK.)
PostgreS | ORAC
QL LE
Tabnuua — dz_hist data KonuuectBo 3anuceit — 999
(mepeuyucanmMple mapaMeTphbl) 738 400
[Tapametp oobekTa | Jarta —2018-02-01
Obpexr — 17281 3823 17:33:36
select *
from admin.dz_hist_data
where UPDATED WHEN = 16 1.19

TO_DATE('2018-02-01 17:33:36",'YYYY-
MM-DD HH24:MI:SS') and PAR _ID =
'3823"and OBJ ID ="17281"

Tabmuma — dz hist data per
(anasioroBble IapamMeTphl)

KonnuecTBo 3anuceit —
74 814 952 400

[TapameTp oObekTa
O6bexT — 15336 5078

Jlata —2017-12-01
05:43:48

select *

from admin.dz hist data per

where UPDATED WHEN = to_date('2017-
12-01 05:43:48','YYYY-MM-DD

11,3 5,1




HH24:MI:SS') and PAR ID ="2078" and
OBJ ID ="15336'

Cpenne
e
3HAYCHU
e
rnapamMe
Tpa 1o
OJTHOMY
00BEKTY

3a nary

Ta6muma — dz hist data
(mepeurcarmMbie MapaMmeTphbl)

KomunuectBo 3amuceit — 999

738 400

[Tapametp oObekTa — 1972

SELECT EXTRACT(year FROM

time_stamp) AS "YEAR", EXTRACT(month

FROM time stamp) as "month", obj_id AS
obj, par_id AS par, AVG(par_value) as

avg par

FROM admin.dz hist data

where par id ='1972'

group BY EXTRACT(year FROM
time_stamp), EXTRACT(month FROM
time stamp), obj id, par id

ORDER BY EXTRACT(month FROM
time stamp) asc;

11,9 2,7

Tabnuua — dz_hist data per
(anayioroBbie TapaMeTPHI)

KonnuecTBo 3anucei —
74 814 952 400

[TapameTp oobekTa — 2078

SELECT EXTRACT(year FROM

time_stamp) AS "YEAR", EXTRACT(month

FROM time stamp) as "month", obj id AS
obj, par_id AS par, AVG(par_value) as
avg_par

FROM admin.dz hist data per

where par_id ='2078'

group BY EXTRACT(year FROM

time stamp), EXTRACT(month FROM
time stamp), obj_id, par_id

ORDER BY EXTRACT(month FROM
time stamp) asc;

21,1 58

3a
TIEPHO/T

Ta6nuna — dz_hist data
(mepeuyucianmMpie mapaMeTphbl)

KonuuecTBo 3anuceit — 999

738 400

Hauvanbnas nara -
2018

[TapameTp oObekTa
— 1972

Koneunast nata —
2019




SELECT EXTRACT(year FROM
time_stamp) AS "YEAR",
EXTRACT(month FROM time_stamp) as
"month", obj id AS obj, par_id AS par,
AVG(par value) as avg par

FROM admin.dz hist data

where par id ='1972' and EXTRACT (year
FROM time_stamp) between '2018' and
2019

group BY EXTRACT(year FROM
time_stamp), EXTRACT(month FROM
time_stamp), obj id, par id

ORDER BY EXTRACT(month FROM
time stamp) asc;

18,4

4,8

Ta6auma — dz hist data per

(aHayoroBbI€ MapaMeTphI) 74 814 952 400

KomuuecTBo 3amnuceit —

[Tapametrp oObekTa | HauanbHas nara —
—2078 2017

Koneunast nata —

2019

SELECT EXTRACT(year FROM
time_stamp) AS "YEAR",
EXTRACT(month FROM time_stamp) as
"month", obj id AS obj, par_id AS par,
AVG(par value) as avg par

FROM admin.dz hist data per

where par_id ='2078' and EXTRACT (year
FROM time_stamp) between 2017' and
2019

group BY EXTRACT(year FROM
time_stamp), EXTRACT(month FROM
time_stamp), obj id, par id

ORDER BY EXTRACT(month FROM
time stamp) asc;

34,4

10,3

Obmee
KOJIMYECTBO
napaMeTpo
B 110
OJTHOMY
00BeKTYy

3a
ary

Tabmuma — dz_hist data

(mepeuyucianmMbie mapaMeTphbl) 738 400

KomnuecTBo 3anuceit — 999

Jara — 2018

select EXTRACT(month FROM

time _stamp) as time stamp month,
count(distinct obj id) as count

from admin.dz_hist data

where extract(YEAR FROM time_stamp) =
"2018'

group by EXTRACT(month FROM

time stamp);

360

181

Tabmmma — dz hist data per ‘ KonnuecTBo 3amnuceit —




(aHaJIOrOBBIE MTApAMETPHI) ‘ 74 814 952 400

Hara — 2017

select EXTRACT(month FROM
time_stamp) as time_stamp_month,
count(distinct obj id) as count

from admin.dz hist data per

where extract(YEAR FROM time_stamp) =
2017

group by EXTRACT(month FROM

time stamp);

1002 561

Tabmuma — dz_hist data KomugectBo 3anmceit — 999
(mepedrciIrMbIe MapaMmeTphbl) 738 400

Hauanraas nata — 2018 Koneunas mara — 2019

select EXTRACT(month FROM

time stamp) as time_stamp month,
count(distinct obj id) as count

from admin.dz_hist data

where extract(YEAR FROM time stamp)
between '2018' and 2019

group by EXTRACT(month FROM

time stamp);

480 260

3a

nepu

on Tabnuna — dz_hist data per KonuuectBo 3amnuceit —

(anasioroBble MapamMeTpbl) 74 814 952 400

Hauanrnaas nata — 2018 Koneunas nara — 2019

select EXTRACT(month FROM

time stamp) as time stamp month,
count(distinct obj _id) as count

from admin.dz hist data per

where extract(YEAR FROM time stamp)
between '2017' and '2019'

group by EXTRACT(month FROM

time stamp);

1530 839

Tabnuua — dz_hist data KonuuectBo 3anuceit — 999
(mepeuyucianmpie mapameTphbl) 738 400

Hauanraas nata — 2018 Koneunas mata — 2019

select EXTRACT(month FROM
3HaueHue time stamp) as time_stamp_month, obj _id,
[1apameTpoB par_id, par_value
KaXJI0T0 00BEKTa | from admin.dz_hist data
3a Iepuon where extract(YEAR FROM time_stamp) 1811 565
between '2018' and 2019
group by EXTRACT(month FROM
time_stamp), obj_id, par _id, par value
ORDER BY EXTRACT(month FROM




time stamp) asc;

Tabmuma — dz_hist data per KonugecTBo 3anuceit —

(aHayoroBHIE MTAPAMETPHI) 74 814 952 400

Hauanrpaas nata — 2017

Koneunasg nata — 2019

select EXTRACT(month FROM

time stamp) as time stamp month, obj_id,
par_id, par value

from admin.dz hist data per

where extract(YEAR FROM time_stamp)

MakcumanbHoe
3HAYEHUE
apamMeTpOB IO
BCEM OOBEKTAM 3a
TIEPHO/T

between '2017' and 2019’ 3200 1442
group by EXTRACT(month FROM
time stamp), obj id, par id, par value
ORDER BY EXTRACT(month FROM
time stamp) asc;
Tabnuna — dz_hist data KonnuectBo 3anucei — 999
(mepeuncanmMbie mapamMeTphbl) 738 400

Hauanrnaas nata — 2018

Koneunas nara — 2019

select EXTRACT(month FROM

time stamp) as time_stamp_month, obj_id,
par_id, MAX(par_value)

from admin.dz_hist data

where extract(YEAR FROM time stamp)

between 2018 and 2019 1108 365
group by EXTRACT(month FROM
time stamp), obj_1d, par_id
ORDER BY EXTRACT(month FROM
time stamp) ASC, obj id ASC, par id asc;
Tabmuma — dz hist data per KonuuectBo 3amnuceit —
(anasioroBble apamMeTphl) 74 814 952 400
Hauanrnaas nata — 2017 Koneunasg mara — 2019




select EXTRACT(month FROM

time stamp) as time stamp month, obj_id,
par_id, MAX(par_value)

from admin.dz hist data per

where extract(YEAR FROM time_stamp)
between '2017" and 2019’

group by EXTRACT(month FROM
time_stamp), obj _id, par id

ORDER BY EXTRACT(month FROM
time stamp) ASC, obj id ASC, par id asc;

2875 1430

OpuH mapaMmeTp 1o
BCEM O0BEKTaAM
CTPYKTYPHI 3a
TIEPHOT

Ta6numa — dz_hist data

KomuuecTBo 3anuceit — 999

(mepeurcarMbie MapaMmeTphbl) 738 400
HauanrpHast nata — Koneunast jata —
Crpykrypa - 2399 2017 2018
select A.*
from admin.dz_hist data A
where A.obj id in (select B.obj id from 13,7 0,03

admin.obj object B where B.struct id =
"2399") and extract(YEAR FROM
A.time _stamp) between 2017' and 2018’

Tabmuma — dz_hist data per
(anasioroBble IapamMeTphl)

KomnuecTBo 3anuceit —
74 814 952 400

HauanrpHas nata —

Crpykrypa - 825

Koneunast nata —

2017 2019
select A.*
from admin.dz_hist data A
where A.obj id in (select B.obj id from 74 1

admin.obj object B where B.struct id =
'825") and extract(YEAR FROM
A.time_stamp) between 2017' and 2019

[IpusioxkeHue 2. Pe3yibTaThl TECTUPOBAaHUE TUNIEPTAGIHL,

OnunaxoBbie TabuIbl ¢ 289 408 289 cTpok.

Tekct 3aIpoca ¢ KOMMCHTAapHUAMU

Bpewmst BelIOIHEHMS 3anpoca

I'mnepradiaunna

BcerpoenHoe
CEeKIIHOHUPOBA
HHE

Tabmuma — dz_hist data
(mepedrcirMble MapaMmeTphl)

KonnyecTBo nosry4yeHHBIX 3anucen

-12




select EXTRACT(month FROM time_stamp)
as time_stamp_month, count(distinct
obj_id) as count

from admin.dz_hist_data

where extract(YEAR FROM time_stamp) = 2m 54s Sm 6s

'2018'

group by EXTRACT(month FROM
time_stamp);

Ta6muma — dz_hist data KonuuecTBo moaydeHHBIX 3anucei
(mepevrciIrMBbIe MapaMeTphl) - 200

select EXTRACT(month FROM time_stamp)
as time_stamp_month, obj_id, par_id,
par_value

from admin.dz_hist_data_test

3aJHCFHIOI[ where extract(YEAR FROM time_stamp)
between '2018' and '2019' 10m 39s 11m 23s

group by EXTRACT(month FROM
time_stamp), obj_id, par_id,
par_value

ORDER BY EXTRACT(month FROM
time_stamp) asc;

Ta6nuna — dz_hist data KonuuecTBo moaydeHHBIX 3amucei
(mepeyucanmMple mapaMeTphbl) - 200

SELECT EXTRACT(year FROM time_stamp)
AS "YEAR", EXTRACT(month FROM
time_stamp) as "month", obj_id AS obj,
par_id AS par, AVG(par_value) as
avg_par

FROM admin.dz_hist_data_test

where par_id = '1972' and time_stamp >
TIMESTAMPTZ '2018-01-01' AND 44.2s 38.787s
time_stamp < TIMESTAMPTZ '2019-01-01°

group BY EXTRACT(year FROM
time_stamp), EXTRACT(month FROM
time_stamp), obj_id, par_id

ORDER BY EXTRACT(month FROM
time_stamp) asc;

nocnenHu Tabmuma — dz_hist data KonuyecTBo momyueHHbIX 3amuceit
(mepeuncanmMbie mapaMeTphbl) - 10




e 10 SELECT * FROM admin.dz_hist_data_test
LIMIT 10;
CTpPOK
648ms
69ms
Tabnuima — dz hist data KonudecTBo moyuyeHHBIX 3amucei
(mepedrcirMbIe MapaMeTphl) - 200
nocnegHm se}ect obj_id , last(345805,
"time_stamp")
e
3Ha4yeHune FROM admin.dz_hist_data_test
nAa . 2m 59s 3m 53s
e GROUP BY obj id ;
Kaxaoun -
Onun Tabnuna — dz_hist data KonnuecTBo noaydyeHHBIX 3anucen
rnapameTp (mepeuncanmbie mapaMeTphbl) - HET
10 OI[HOMy select *
06BeKTy from admin.dz_hist_data_test
3a gaty
where UPDATED WHEN =
. "= PO 3m 29s 3m 53s
TO DATE('2018-02-01 17:33:36',
YYYY-MM-DD HH24:MI:SS') and
PAR ID ='3823"and OBJ ID =
'"17281"
Ta6muma — dz hist data KonudecTBo mosiyuyeHHBIX 3anucei
Maxkcumain (mepeurcIuMBbIe TapaMeTphl) - 200
BHOE select EXTRACT(month FROM time_stamp)
as time_stamp_month, obj_id, par_id,
SSEREELE MAX(par_value)
I[IapaMeTp | from admin.dz_hist_data
OB TI0 where extract(YEAR FROM time_stamp)
between '2018' and '2019' 4m 16s 10m 27s
BCEM group by EXTRACT(month FROM
o0beKTaM | time_stamp), obj_id, par_id
3a Mepuos ORDER BY EXTRACT(mOch

FROM time stamp) ASC, obj id




ASC, par _id asc;

IpunoxeHue 3. UHCTPYKIMS YCTAHOBKHU apXUTEKTYpPbl HA 0CHOBe Patroni.

[na npocToTbl KOHGUrypaumm, Ha cepBepax byaeT ycTaHoB/eH cieaytowmii daiin hosts:

/etc/hosts

172.16.4.32  etcdl pgl
172.16.4.33  etcd2 pg2
172.16.4.34  etcd3 pg3
172.16.4.35  haproxy

etcd

YcraHoBka
1. YcrtaHaBnmBaem etcd c NOMOLLbIO MAKETHOTO MeHeaKepa:

sudo dnf install etcd

2. T[lpoBepsem yCTaHOBKY:

etcd --version

HacTtpolika nepBoro ysJja
1. Wcnonb3ys TEKCTOBbIN peaakTop co34aém HOBbIN dalin HaCTPOEK:

/etc/etcd/etcd.conf

ETCD_NAME=etcdl
ETCD _DATA_ DIR=/var/lib/etcd




ETCD_LISTEN CLIENT URLS=http://0.0.0.0:2379
ETCD_LISTEN PEER_URLS=http://0.0.0.0:2380
ETCD_ADVERTISE_CLIENT URLS=hitp:/etcd1:2379
ETCD_INITIAL ADVERTISE_PEER_URLS=http://etcd1:2380
ETCD_INITIAL CLUSTER=etcd]=http://etcd1:2380
ETCD_INITIAL_CLUSTER_STATE=new
ETCD_INITIAL CLUSTER TOKEN=etcd-cluster

o ETCD_DATA_DIR - ykasbiBaeT pacrno/sioXKeHune Katanora gaHHbIX Kiactepa

o ETCD_LISTEN_PEER_URLS - 3a4aéT cxemy M TOUYKY NOAKNOHEHMA ANA OCTaNbHbIX Y310B KiacTepa, no
wabnoHy scheme://IP:port. Cxema moxeT 6bITb http, https. AnbTepHaTuBa, unix:// uam unixs:// ana
IOHUKC coKeToB. Ecnm B KayecTse IP agpeca ykasaHo 0.0.0.0, To ykasaHHbIN NopT byaeT
NPOCNYLWMBaATLCA Ha Bcex UHTepdelicax.

o ETCD_LISTEN_CLIENT_URLS - 3ag2éT cxemy 1 TOYKY NOAKAKOYEHMA ANA KAMEHTOB Knactepa. B
ocTtanbHom cosnagaet ¢ ETCD_LISTEN_PEER_URLS.

e ETCD_NAME - yenoBeKouMTaeMoe UMs 3TOrO y3na Knactepa. JomkHo 6biTb YHUKANbHO B KnacTepe.
[na nepsoro y3na moxet 6bITb Nt06bIM. [1nA nocneayowmnx A0AXKHO COBMAAATb C UMEHEM,
yKasaHHbIM Npu fobasneHuun y3na.

e ETCD_HEARTBEAT_INTERVAL - Bpema B MUAAUCEKYAAX, MEXAY PACCbIIKAMM NMAEPOM OMNOBELLEHUN
0 TOM, YTO OH BCE ellé nnaep. PekomeHayeTca 3a/,aBaTh C YH4ETOM CETEBOW 3a€PXKKU MeEXKOY
y3/1aMu Knacrepa.

e ETCD_ELECTION_TIMEOUT - BpemAa B MUAIUCEKYHAAX, KOTOPOE NPOXOAUT MeXAY NocieaHUM
NPUHATbLIM OMOBELLEHMEM OT AMAEpPa KacTepa, A0 NONbITKM 3aXBaTUTb PO/ib INAEpa Ha BeJOMOM
y3ne. PeKomeHayeTca 3a4aBaTb €ro B HECKOJIbKO pa3 60/1bWNM, Yem

e ETCD_HEARTBEAT INTERVAL. Bonee noapo6bHo 0 3TUX NapameTpax MOXKHO NpoYecTb B
OOKYMeHTauuu.

e ETCD_INITIAL_ADVERTISE_PEER_URLS - Cnucok pasHonpasHbix URL-agpecos, Mo KOTOPbIM ero MoryT
HalTW OCTasbHbIe y3Abl KNacTepa. 3TM aApeca MCNONb3YIOTCA ANA Nepefayn JaHHbIX No Knactepy. Mo
KpaliHel mepe, OAMH U3 3TUX aPecoB A0KEH ObITb MapLLIPYTU3UPYEMbIM A1A BCEX YIEHOB
Knacrepa. Moryt cogepskaTtb JOMeHHble MMeHa. Mcrno/ib3yeTca TONbKO NPy NepBoOM 3anycKke HOBOro
y3N1a Knacrepa.

e ETCD_ADVERTISE_CLIENT_URLS - Cnucok pasHonpasHbix URL-aapecos, No KOTOPbIM ero moryT
HaWTK OCTasibHble Y3/bl KacTepa. 3TN agpeca UCNOob3YTCA ANA Nepeaadn AaHHbIX No Knactepy. Mo
KpaviHelt mepe, 0AUH U3 3TUX afPeCcoB A0IKEH ObITb MAPLLPYTU3UPYEMbBIM A7 BCEX YNEHOB
Knactepa. MoryT cogep:kaTb AOMEHHbIE MMeHa.

o ETCD_INITIAL_CLUSTER - Cnu1coK y310B Knactepa Ha MOMEHT 3anycka. Mcnoab3yeTca TONbKO npu
nepBoOM 3anycKe HOBOrO y3/1a Knactepa.

e ETCD_INITIAL_CLUSTER_TOKEN - ToKeH KnacTepa. [JomkeH coBnaaaTb Ha BCeX y3/1ax Knactepa.
Ncnonb3yeTca ToNbKO NpY MepBOM 3aMyCKe HOBOTO Y3/1a KiacTepa.

e ETCD_INITIAL_CLUSTER_STATE - MmO»KeT NpMHMMaTb ABa 3HadYeHua "new" n "existing". 3HaueHune
"new" ncnonbsyeTcs Npu NepBOM 3anycKke NepBoro y3na B Knactepe. Mpu sHayeHnn "existing", ysen
npw cTapTte byaeT NbiTaTbCA YCTAHOBUTb CBA3b C OCTa/IbHbIMM Y3/1aMM KnacTepa.




daiin koHourypaumm /etc/default/etcd ncnonbsyetca gna 6ytcrpana Knacrepa etcd, T. e. napameTpsl,
OMUCaHHble B HEM, MPUMEHAIOTCA B MOMEHT MHMLMaAM3auun (nepBoro 3anycka) npouecca etcd. Mocne Toro,
KaK Knactep MHULMANNM3UPOBaH, KOHPUIypaLmsa YuTaeTcs n3 paboyero Kataaora, 3a4aHHOM0 NapameTpom
ETCD_DATA_DIR.

2. 3anyckaem gemoH etcd:

sudo systemctl start etcd.service

3. [lpoBepaem ycnewHOCTb 3anycKa:

sudo systemctl status etcd.service
? etcd.service - Etcd Server
Loaded: loaded (/usr/lib/systemd/system/etcd.service; disabled; vendor preset:
disabled)
Active: active (running) since Wed 2020-03-04 07:39:43 UTC; 18s ago Main PID:
16423 (etcd)
CGroup: /system.slice/etcd.service

2216423 /usr/bin/etcd --name=core --data-dir=/var/lib/etcd --listen-client-
urls=http://0.0.0.0:2379 Mar 04 07:39:43 core.example etcd[16423]:
18cd9%dc4ab590c73e became leader at term 6
Mar 04 07:39:43 etcd[16423]: raft.node: 18cd9dc4ab90c73e elected leader
18cd9dc4ab590c73e at term 6
Mar 04 07:39:43 etcd[16423]: setting up the initial cluster version to 3.3
Mar 04 07:39:43 etcd[16423]: published {Name:core

ClientURLs: [http://etcdl:...eb8af0
Mar 04 07:39:43 etcd[16423]: ready to serve client requests
Mar 04 07:39:43 etcd[16423]: serving insecure client requests on [::]:2379, this

is strongly discouraged!
Mar 04 07:39:43 systemd[1l]: Started Etcd Server.

4. Ecnu 3anyck npowén ycnewHo, gobasnsem etcd.service B aBTO3anyck:

sudo systemctl enable etcd.service

Jlo6aBJieHHE HOBOTO y3J1a

Hdob6aeneHune HOBOro y3na B Knacrep etcd nponcxoaut B ABa 3Tana. Ha nepsom aTtane kaacTtep
npeaynpexaaeTca o NoABAEHMM HOBOrO y31a. Ha BTOpOM 3anycKaeTca cam HoBbIl y3en. Cneaytowme
AeNCcTBMA HeobX0AMMO NOC/NeA0BaTE/IbHO BbIMOJHWUTL HA BCEX OCTABLUMXCA CepBepax:

e 172.16.4.33 etcd2
e 172.16.4.34 etcd3

1. Ha TNIEPBOM Y3JIC BBIIIOJHACM OMOBCHICHUEC KJIACTCPA O IMMOABJICHUH HOBOT'O y3Jia:

etcdctl member add etcd2 http://etcd2:2380




Added member named dbtwo with ID 871£ff309%aeb9cdl to cluster ETCD NAME="etcd2"
ETCD INITIAL CLUSTER="etcd2=http://etcd2:2380,etcdl=http://etcdl:2380"
ETCD_INITIAL_CLUSTER_STATE="existing"

2. YcranaBnuBaeMm etcd Ha HOBBI cepBep (CM. IyHKT 1 B YCTaHOBKA).

3. Hcnonb3ys TEKCTOBBIN penakTop co3naéM HOBBIH (aiin HacTpoek:

ETCD NAME=etcd3

ETCD_DATA DIR=/var/lib/etcd

ETCD LISTEN CLIENT URLS=http://0.0.0.0:2379

ETCD LISTEN PEER URLS=http://0.0.0.0:2380

ETCD ADVERTISE CLIENT URLS=http://etcd3:2379

ETCD_INITIAL ADVERTISE PEER_URLS=http://etcd3:2380

ETCD INITIAL CLUSTER=etcd3=http://etcd1:2380,etcd2=http://etcd2:2380
ETCD_INITIAL CLUSTER_ STATE=existing

ETCD INITIAL CLUSTER TOKEN=etcd-cluster

3HayeHue napameTpa "ETCD_NAME" HeobxoaAMMO NOMEHATb Ha HOBOE UMSA (B A@HHOM C/ly4ae UMA XocTa).
MapameTp "ETCD_INITIAL_CLUSTER" Heo6x0aMMO U3MEHUTb Ha «existing», YTo 03HaYaeT Hannumne
CYLLECTBYIOLLErO KacTepa.

4. 3amyckaeM JIeMOH etcd Ha HOBOM y3JIe:

sudo systemctl start etcd.service

5. Tposepaem ycnewHOCTb 3anycka:

sudo systemctl status etcd.service

6. B cnucke y310B KiacTepa HOBbIM y3e A0KeH bbITb B cocToAHMM "healthy™:

etcdctl cluster-health

member 871ff309aeb9cdl is healthy: got healthy result from http://etcdl:2379
member 99789c1c8817dffl is healthy: got healthy result from http://etcd2:2379

etcdctl member list

871ff309%aeb9cdl: name=etcdl peerURLs=http://etcdl:2380
clientURLs=http:etcdl:2379 isLeader=true
99789c1c8817dffl: name=etcd2 peerURLs=http://etcd2:2380
clientURLs=http://etcd2:2379 isLeader=false




7. Ecnu 3anyck npowén ycnewHo, gobasnsem etcd.service B aBTO3anyck:

sudo systemctl enable etcd.service

3aBeplieHre YCTaHOBKH KjacTepa

Mocne ycTaHOBKM M yCMELLHOTO 3anycka etcd Ha Bcex cepsepax, ciedyeT NpuBecTy coaeparue daina
/etc/etcd/etcd.conf B okoHUaTeIbHOE cocTOAHME. A 3TOrO HEOHX0AMMO U3MEHUTL Caeaylolme
napameTpbl B 3TOM daiine Ha Bcex cepsepax:

e TapameTp "ETCD_INITIAL_CLUSTER" ponrKeH 6bITb 04MHAKOBbIM Ha BCEX Y3/1ax:

ETCD INITIAL CLUSTER="etcdl=http://etcdl:2380,etcd2=http://etcd2:2380,etcd3=http
://etcd3:2380"

e [lapametp "ETCD_INITIAL CLUSTER_STATE" cneayeT ycTaHOBMTb B 3HauYeHue "existing":

ETCD INITIAL CLUSTER STATE="existing"

3aBeplieHUe YCTaHOBKU etcd
1. [dobasMm aBTOPM3ALMIO MO IOFMHY M NAPO0 NPK 0BpaLLEHMAX Ha KIMEHTCKUIA MHTepdeic etcd:

etcdctl user add root
New password:
User root created

370 nepBbIlii N0Ab30BaTE/Ib U MO3TOMY EMY aBTOMATUYECKM Ha3HavaeTcsa ponb "root":

etcdctl user get root

User: root
Roles: root

2. Bk/aoYaem NpPoBEPKY SIOFMHA M NApoNA:

etcdctl auth enable

Authentication Enabled

3. TpoBepsAeMm, YTO U3MEHEHUSA BCTYMUAMN B CUNY:

etcdctl --username root user get root




Password:
User: root
Roles: root

[Monuyro mokymeHTauio etcd MOXHO TOTYUYHUTH 10 CACIyIOIeMy aapecy: https://etcd.io/docs/


https://etcd.io/docs/

PostgreSQL

YcraHoBKa
1. O6HoBANsieM NaKeTbl PENno3nUTOPUEB:

sudo dnf update

2. YctaHaBnamMBaem nocnegHtoto sepcuto PostgreSQL:

sudo dnf install postgresqgl

Hactpoiika
MoCKo/IbKY 32 OCTaHOBKOW, 3aMyCKOM 1 KoHurypaumein byaeT otseyatb Patroni, UHMUMAAN3UPOBATL

K/1lacTep He siBnaseTcs obxoaumbim. Tak e, 3anpeliaem aBTomaTU4eckuii 3anyck PostgreSQL npu ctapte

OI'IepaLI,MOHHOﬁ CNCTEMDI:

sudo systemctl disable postgresqgl-14




PGBouncer
YcraHoBka
1. Mocne nposeaeHua npoueayp B 1 nyHKTe YcTaHOBKM PostgreSQL, B onepaunoHHbIi cucteme byaer
yCTaHOBAEH peno3unTtopuit PostgreSQL, B KoTopblit BxoguT PGBouncer. Mo3aTomy, ycTaHaBAMBaem
PGBouncer c nomoLLblo NaKeTHOro meHeaKepa:

sudo dnf install pgbouncer

2. [poBepsAem yCTaHOBAEHHbIA MaKeT:

pgbouncer --version

Hacrtpotika
1. Mpw 6onbliom KoMyecTse coefMHEHUI HEOHBXOAMMO YBENNUYNUTD IMMUT HA KOIMYECTBO OTKPbITbIX

¢daiinoB B onepaumoHHoM cucteme. Ons
33aHMNA HOBOFO IMMUTA pPefakTUpyem KOHOUIypaumMoHHbI dann:

/etc/systemd/system/pgbouncer.service.d/override.conf

[Service]

LimitNOFILE=8192

2. O6HoBAAEeM HOBYIO KOHUrypaLuio cepBuca:

sudo systemctl daemon-reload

3. Pepaktnpyem KoHUrypaumoHHbin paiin pgouncer:

[databases]

* = host=localhost port=5432

[pgbouncer]

logfile = /var/log/pgbouncer/pgbouncer.log
pidfile = /var/run/pgbouncer/pgbouncer.pid
listen addr = *

listen_port = 6432

auth_type = md5

auth_file = /etc/pgbouncer/userlist.txt

pool mode = transaction

reserve pool size =10

max_client conn = 1500
application name add host =1

server_round robin = 1




server_reset query =

naBHble NapameTpbl:

e [databases] — NyHKT HacTpoeK NoAKao4YeHus K 6ase. B faHHOM ciydae BbICTaBNEHO 3HayeHue «*»,
03Hauvatolme, YTO MOXKHO NOoAKAYATLCA KO Bcem 6asam B PostgreSQL. B nepemeHHyto BxoaAat
cnepyrowme 3HaYeHua:

° host — agpec noKanbHOro XoCTa
°  port — nopT, Ha KoTopom paboTaeT PostgreSQL
o dbname — umsa 6a3bl AaHHbIX
° auth_user — ayTeHTUdUKALMA K Baze AaHHbIX
e listen_port — nopT, Ha KoTopom byaeT paboTatb pgbouncer.
e auth_type — meTog ayTeHTUdMKALMMU
e auth_file — dain ayteHTUPUKaLMM ana nogkntoueHnna K 6ase AaHHbIM
e pool_mode — meToa nyanHra coegmHerunin. Ana apdekTMBHOCTU 06paTKM

° max_client_conn — MaKCMMaJZibHOE KO/TNYEeCTBO KZIMEHTCKUX COEAMHeHMﬁ

4. [ns ayTeHTUdMKaumm pgbouncer K PostgreSQL Heobxoanmo co3aaTtb cneayowmin daiin c umeHem
Nnonb30BaTenA U Naponem:

/etc/pgbouncer/userlist.txt

"postgres" "testtest"
"replicator" "testtest2"
"rewind user" "testtest3"

5. 3anyckaem cepsuc PGBouncer:

systemctl start pgbouncer.service

6. [poBepsem ycnewHOoCTb 3anycKa cepsBuca:

systemctl status pgbouncer.service

7. Nocne NpoBEPKKU YCNELWHOro 3anycka cepsnca, BK/1lo4aemM ero no-ymoi4aHuio:

systemctl enable pgbouncer.service




[MonHyt0 JOKYMEHTAIUI0 pgbouncer MOYKHO MOJIYYUTh IO CIAEAYIOIIEMY aapecy:
https://www.pgbouncer.org/usage.html


https://www.pgbouncer.org/usage.html

Patroni

YcraHoBka
1. MMepBOHavanbHO, yCTaHABAMBAEM MOAY/b PSYCOPE2 ANA KOPPEKTHOM paboTbl Patroni:

python3 -m pip install psycopg2-binary

2. C nomoLpblo NaKeTHOro MeHeaKepa pip, yctaHasamMBaem Patroni c moaynem etcd:

python3 -m pip install patroni[etcd]

3. [lpoBepaem yCTaHOBKY:

patroni --version

HacTtpolika nepBoro y3sJja
1. Cos3pgaém Katanor HacTpoek Patroni Ha 172.16.4.32:

sudo mkdir /etc/patroni

sudo chown postgres:postgres /etc/patroni
sudo chmod 700 /etc/patroni

2. Cospgaém ¢alin HaAcTPOEK co cneayroen KoOHPUrypaumei:

/etc/patroni/patroni.yml

name: pgl
scope: postgres
restapi:
listen: 0.0.0.0:8008
connect_address: pgl1:8008
authentication:
username: patroni
password: patroni
etcd3:
hosts: localhost:2379
username: root
password: testtest
bootstrap:
des:
ttl: 30
loop_wait: 10
retry_timeout: 10
maximum_lag on_failover: 1048576
master_start timeout: 10




postgresql:
use_pg_rewind: true
use_slots: true
parameters:
hot standby: "on"
wal keep segments: 8
max_wal senders: 5
max_replication_slots: 5
checkpoint timeout: 30
initdb:
- auth-host: md5
- auth-local: peer
- encoding: UTF8
- data-checksums
- locale: en_US.UTF-8
pg_hba:
- local all postgres trust
- local all all md5
- host all all 0.0.0.0/0 md5
- host all all ::/0 md5
- host replication replicator samenet md>5
- host replication all 127.0.0.1/32 md5
- host replication all ::1/128 md5
users:
postgres:
password: testtest
options:
- superuser
postgresql:
listen: 0.0.0.0:5432
connect_address: pg3:5432
data_dir: /data/postgres/14
config_dir: /data/postgres/14
bin_dir: /usr/pgsql-14/bin/
pgpass: /tmp/pgpassO
authentication:
superuser:
username: postgres
password: testtest
replication:
username: replicator
password: testtest2
rewind:
username: rewind_user
password: testtest3
parameters:
Ic_time: 'en_ US.UTF-8'
lc_numeric: 'en_ US.UTF-8'
Ic_monetary: 'en US.UTF-§'
lc_messages: 'en_US.UTF-8'
default text search config: 'pg catalog.english’
timezone: 'Europe/Moscow'
datestyle: 'iso, dmy'
dynamic_shared memory_type: posix




listen_addresses: '*'
password_encryption: md5
max_connections: 500

shared buffers: 5GB
effective_cache size: 15GB
maintenance work mem: 2GB
checkpoint completion_target: 0.9
wal buffers: I6MB
default_statistics target: 500
random_page cost: 1.1
effective_io_concurrency: 300
work mem: 13MB

min_wal size: 4GB
max_wal_size: 16GB
max_worker processes: 8
max_parallel workers _per_ gather: 4
max_parallel workers: 8
max_parallel maintenance workers: 4

tags:

nofailover: false

noloadbalance: false

clonefrom: false

nosync: false

HacTpoliku Patroni paséuTbl Ha HECKOIbKO KaTeropuii:

e restapi — 371eCh YKa3bIBAOTCS IMapamMeTphl Patroni, ero aapec, mopt u mapameTpsl
ayTeHTHUKAITIT

e etcd — 37ech OMUCHIBAIOTCS XOCTHI ¢ eted

e bootstrap — 37ech IPOUCXOTUT MEpBUYHAS YCTaHOBKA M KOH(puUryparuu y3na Patroni k
PostgreSQL

e postgresql — 31ech onuckIBaeTCs MOAKIIOUEHUE K 0a3e TaHHBIM, TapaMeTPhI
ayTeHTU(UKAIMH U JTUPEKTOPUN

e tags — 3/1eCh ONMHCHIBAIOTCS TTApaMETPHI TITOB, KOTOPHIC BIUSIOT HA Pa0OTy KaTeTOpPHH
restapi (To ecTb Ha paboTy Bcero y3ina Patroni)

B npuBeAEHHOM NpUMepe HAcTPOoEK, ecTb PAL, MAaPamMeTPOB, BAUAIOLWMX HA BbINOJIHEHUE NMePeKNOYEHMUS Ha
pesepBHbI cepsep.

e maximum_lag_on_failover - MakcumanbHoe KonnuyecTso 6aiT, Ha KOTOpble MOKET OTCTaBaTb
pe3epBHbIN cepBep OT BeAYLLEro, y4acTBYIOLMIA B BbIODOpax HOBOIo anaepa.

e master_start_timeout - 3agepkKa B CEKYHAAX, MeXKay OOHapyKeHMem aBapuUMHON CUTyaLnmn n
Havyasiom oTPabOTKMN NepeKNtoYeHMA Ha pe3epBHbIi cepeep. Mo ymondaHuto 300 cekyHa,. Ecam
3agaHo 0, To nepekatodeHne HAYHETCA HemealeHHO. [pK UCNOb30BaHMM ACUHXPOHHOM
penavKkauum (Kak B NpUBeAEHHOM MPUMEPE) 3TO MOKET MPUBECTU K MOTEPE NOCAeLHUX TPAH3AKLMINA.
MaKcMmanbHoe Bpems nepekntoyeHma Ha pensinky paBHo "loop_wait" + "master_start_timeout" +
"loop_wait". Ecnm "master_start_timeout" yctaHoBneHHO B 0, TO 3TO Bpems CTaHOBUTCA PaBHO
3HauyeHuto napameTpa "loop_wait".

e nofailover - 3HaueHue "true" 3anpeiaeT BEIOUPATH 3TOT y3€]I B KAUYECTBE BEIYIIEIO



e clonefrom - 3HayeHue "true" pekomeHayeT BbIOMPATL 3TOT Y3€ A/1A CO34aHMA Pe3epPBHOMN Konuun
npw pasBépTbiBaHUKM HOBOTO y3/a Patroni. Ecaun 3HaveHue "true" ycTaHOBAEHO Y HECKO/IbKUX Y3/10B,
oyaeTt cnydaHbiM 06pasom BbIGPaH OAMH N3 HUX

e noloadbalance - ycraHasnusaet HTTP Kop, Bo3spata 503 as1a 3anpoca GET /replica REST API

®  nosync - 3HayeHue true 3anpewtaet BbI6UPaATL ITOT y3e1 A8 CUHXPOHHOMN penankaumm

3. Co3paém cepBuUC AN 3anycka gemoHa Patroni:

/etc/systemd/system/patroni.service

[Unit]

Description=Runners to orchestrate a high-availability PostgreSQL
After=syslog.target network.target

[Service]

Type=simple

User=postgres

Group=postgres

ExecStart=/usr/local/bin/patroni /etc/patroni/patroni.yml
ExecReload=/bin/kill -s HUP $SMAINPID

KillMode=process

TimeoutSec=30

Restart=no

[Install]

WantedBy=multi-user.target

B npuBeAEHHbIX HAaCTPOMKaX 3anMycKa 0COBEHHO BaXKHbI ABa NapameTpa:

e TimeoutSec - Bpems B CEKYHAAX, KOTOpOe cucTema byaeT oXKuaaTb Npu 3anycke U OCTaHOBKe
cepBuca, nepes TeM Kak MPOM3BECTU MOMbITKY €ro BHELITaTHOIO 3aBepLUEHUS.

e Restart - moxeT NpuMHUMaTb 3Ha4YeHUA: No, on-success, on-failure, on-abnormal, on-watchdog, on-
abort, unu always. Onpegenser NOAUTUKY Nepesarnycka cepBuca B C/lyYae, ec/iM OH 3aBepLiaeT
paboTy He No KomaHae oT systemd.

4. O6HOBASEM CUCTEMHbIE HAaCTPOMKM:

sudo systemctl daemon-reload

5. Mposepsaem ycnewHoCTb 3anycKa:

sudo systemctl status patroni.service

? patroni.service - Runners to orchestrate a high-availability PostgreSQL
Loaded: loaded (/etc/systemd/system/patroni.service; disabled; vendor preset:

disabled)
Active: active (running) since Wed 2020-03-04 09:22:32 UTC; 7s ago




Main PID: 19572 (patroni)
CGroup: /system.slice/patroni.service
2219572 /usr/bin/python3 /usr/local/bin/patroni /etc/patroni/patroni.yml
2219581 /usr/pgsql-11/bin/pg ctl initdb -D /var/lib/pgsgl/ll/data -o --
encoding=UTF8 --data-checksums --locale=ru RU.UTF-8 --use...
2219583 /usr/pgsgl-11/bin/initdb -D /var/lib/pgsqgl/l11/data --encoding=UTF8 --

data-checksums --locale=ru RU.UTF-8 --username=post...

Mar 04 09:22:33 dbone.example patroni[19572]: Data page checksums are enabled.
Mar 04 09:22:33 dbone.example patroni[19572]: fixing permissions on existing
directory /var/lib/pgsgl/ll/data ... ok

Mar 04 09:22:33 dbone.example patroni[19572]: creating subdirectories ... ok

Mar 04 09:22:33 dbone.example patroni[19572]: selecting default max connections
... 100

Mar 04 09:22:33 dbone.example patroni[19572]: selecting default shared buffers
... 128MB

Mar 04 09:22:33 dbone.example patroni[19572]: selecting default timezone ... UTC

Mar 04 09:22:33 dbone.example patroni[19572]: selecting dynamic shared memory
implementation ... posix

Mar 04 09:22:33 dbone.example patroni[19572]: creating configuration files

ok

Mar 04 09:22:33 dbone.example patroni[19572]: running bootstrap script ... ok
Mar 04 09:22:34 dbone.example patroni[19572]: performing post-bootstrap
initialization ... ok

6. Ecnu 3anyck npowén ycnewHo, gobasnsem patroni.service B aBTo3anyckK:

sudo systemctl enable patroni.service

HacTtpotika patronictl
1. Coszgaém daiin KoHbUrypaumm patronictl co cneayowmMm coaepHRUMbIM:

~/.config/patroni/patronictl.yaml

dcs_api:
etcd://localhost:2379
namespace: /db/

scope: postgres
authentication:
username: patroni
password: patroni

2. [lpoBepsem pesynbTaT BbINOAHEHHbIX HAaCTPOEK:

patronictl list

+ + + + et +

| Member | Host | Role | State | TL | Lag in MB |

+ Cluster: postgres (7146211112078719817) ----------- +




|pgl |pgl |Leader |running| 3| |
+ + + + S +

Jlo6aBJieHHEe HOBOTO y3J1a
[aHHYI0 HAaCTPOMKY HYXKHO NOBTOPUTL Ha KaXKAOM cepBepe:

o 172.16.433 pg2

e 172.16.4.34 pg3

Jliis nobaryieHUs HOBOTO y3iia B kitactep Patroni, BRIIOTHSIOTCS NeHCTBUS U3 paszaena "HacTpoiika mepBoro
y3na". Paznmaus 3akmrovarores B 3ameHe "dbone" Ha M Tekyiero cepsepa B (aiine KoHpuryparmm.
[TosTomy anst pg2 conepxuMoe OyAET CIeTyIOIIUM:

/etc/patroni/patroni.yml

name: pg2

scope: postgres

restapi:

listen: 0.0.0.0:8008

connect_address: pg2:8008

authentication:
username: patroni
password: patroni

etcd3:

hosts: localhost:2379

username: root

password: testtest

bootstrap:

des:

ttl: 30

loop_wait: 10
retry_timeout: 10
maximum_lag on_failover: 1048576
master_start_timeout: 10
postgresql:
use_pg_rewind: true
use_slots: true
parameters:
hot_standby: "on"
wal_keep segments: 8
max_wal senders: 5
max_replication_slots: 5
checkpoint timeout: 30

initdb:

- auth-host: md5

- auth-local: peer

- encoding: UTF8

- data-checksums

- locale: en_ US.UTF-8

pg_hba:

- local all postgres trust

- local all all md5




- host all all 0.0.0.0/0 md5
- host all all ::/0 md5
- host replication replicator samenet md5
- host replication all 127.0.0.1/32 md5
- host replication all ::1/128 md5
users:
postgres:
password: testtest
options:
- superuser
postgresql:
listen: 0.0.0.0:5432
connect_address: pg2:5432
data_dir: /data/postgres/14
config_dir: /data/postgres/14
bin_dir: /usr/pgsql-14/bin/
pgpass: /tmp/pgpass0
authentication:
superuser:
username: postgres
password: testtest
replication:
username: replicator
password: testtest2
rewind:
username: rewind_user
password: testtest3
parameters:
lc_time: 'en_ US.UTF-8'
lc_numeric: 'en US.UTF-§'
lc_monetary: 'en_US.UTF-§'
Ic_messages: 'en_US.UTF-8'
default text search config: 'pg catalog.english’
timezone: 'Europe/Moscow'
datestyle: 'iso, dmy'
dynamic_shared memory_type: posix
listen_addresses: '*'
password_encryption: md5
max_connections: 500
shared buffers: 5GB
effective_cache size: 15GB
maintenance_work mem: 2GB
checkpoint_completion_target: 0.9
wal_buffers: 16MB
default statistics_target: 500
random_page cost: 1.1
effective_io_concurrency: 300
work mem: 13MB
min_wal size: 4GB
max_wal_size: 16GB
max_worker processes: 8
max_parallel workers per gather: 4
max_parallel workers: 8
max_parallel maintenance workers: 4




tags:

nofailover: false
noloadbalance: false
clonefrom: false
nosync: false

IMocne 3amycka Patroni Ha pe3epBHOM cepBepe BIMOIHSIIOTCS CIIEAYIOIUE ISHCTBUS B aBTOMATHIECKOM
MOPSIIKE:

e Patroni mogkirodaeTcs K Kiactepy Ha pgl
e Co3paéTtca HoBbllM KnacTep PostgreSQL v 3anonHsaeTca gaHHbIMK ¢ pgl

e Hosbili Knactep PostgreSQL nepesoautca B "slave mode"

B pesynbrate, B knactepe Patroni J0KHO OBITH IIECTH Y3JIOB:

patronictl list

+ + + + Feeet +

| Member | Host | Role | State | TL | Lag in MB |

+ Cluster: postgres (7146211112078719817) ----------- +
|pgl |pgl |Leader |running| 3 | |

|pg2 |pg2 |Replica|running | 3 | 0|

|pg3 |pg3 |Replica|running | 3 | 0|

+ ot + ot +

M3meHeHue HacTpoek PostgreSQL yepe3 Patroni

TaK Kak PostgreSQL B aaHHOM apxuTeKType ynpasaaeTtca Patroni, To HacTponku PostgreSQL 3agatoTtca vepes
KOHUrypaunoHHbin daiin Paroni. PekomeHayeTca nogaepXuBaTb AaHHbIE HACTPOMKM OAMHAKOBbIMM Ha
Bcex y3nax. [1na 3agaHua Hactpoek PostgreSQL ncnonbsyetcs napameTp "parameters” B cekymm "postgresql”
daina /etc/patroni/patroni.yml:

parameters:
unix socket directories: '/var/run/postgresqgl/'

Cnegytowme gencreuns BbINOAHAOTCA Ha cepBepax PostgreSQL + Patroni:

1. MpueBoaum "parameters" K cneayollemy smay:

parameters:
Ic_time: 'en US.UTF-8'
lc_numeric: 'en. US.UTF-§'
lc_monetary: 'en_ US.UTF-§'
lc_messages: 'en_US.UTF-8'
default text search config: 'pg catalog.english’
timezone: 'Europe/Moscow'
datestyle: 'iso, dmy'
dynamic_shared memory_type: posix
listen_addresses: '*'
password_encryption: md5




max_connections: 500
shared_buffers: SGB
effective_cache_size: 15GB
maintenance work mem: 2GB
checkpoint _completion_target: 0.9
wal buffers: 16MB
default_statistics target: 500
random_page cost: 1.1
effective_io_concurrency: 300
work mem: 13MB

min_wal_size: 4GB

max_wal_size: 16GB

max_worker processes: 8
max_parallel workers per_ gather: 4
max_parallel workers: 8
max_parallel maintenance workers: 4

3HaueHnA NapameTpoB NPMBEAEHbI TONILKO B Ka4ecTBe NpMmMepa 3a4aHna 3HaYeHNn A1A 3TUX NapameTpos.
[na onpeaeneHmna sHa4eHNM napameTpos cneayeT obpaTUTCA K NOAHOMN AOKYMeHTaummn PostgreSQL:
https://www.postgresgl.org/docs/current/runtime-config.html

2. [pymeHAeM HaCTPOMKM:

patronictl reload postgres pgl
patronictl restart postgres pgl
patronictl reload postgres pg2
patronictl restart postgres pg2
patronictl reload postgres pg3

patronictl restart postgres pg3

3. T[poBepsem U3MeHEHUA HACTPOEK:

psgl -U postgres -d postgres

[Monnyro moxymeHTtaruio Patroni MOXKHO TIOJIyYUTh 1O CIIEAYIOMIEMY aJIpecy:
https://patroni.readthedocs.io/en/latest


https://www.postgresql.org/docs/current/runtime-config.html
https://patroni.readthedocs.io/en/latest/

Haproxy
YcraHoBka
1. YcraHasnmBaem Haproxy 13 nakeTHOro meHegxepa Ha cepsepe 172.16.4.35:

sudo dnf install haproxy

2. [poBepAem ycTaHOBNEHHbIN NakeT Haproxy:

haproxy --version

Hacrtpotika
1. Co3paém KOHPUrypaumoHHbIn Gpann Haproxy co cneayrowmm coaepRumbim:

/etc/haproxy/haproxy.cfg

global

maxconn 4500

defaults

log global

mode tcp

retries 2

timeout client 30m

timeout connect 4s

timeout server 30m

timeout check 5s

listen stats

mode http

bind *:7000

stats enable

stats uri /
listen postgres

bind *:6432

option httpchk

http-check expect status 200

default-server inter 3s fastinter 1s fall 2 rise 2 on-marked-down shutdown-sessions
server pgl pgl:6432 maxconn 1500 check port 8008
server pg2 pg2:6432 maxconn 1500 check port 8008
server pg3 pg3:6432 maxconn 1500 check port 8008

e B aupektuse Global onucbiatoTca rnobanbHble NapameTpbl cuctemsl Haproxy.
e B defaults 3agatotca napameTpbl NOAKAOYEHNA MNO-YMONYAHUIO.

e Stats BK/touaeT B ceba CTaTUCTUKY AN AanbHellero aHanusa n otobpaxkeHmsa (Prometheus +
Grafana).

e Listen postgres — ocHoBHasa AUPEKTUBA, KOTOPaA obecneunBaet MOHUTOPUHI XOCTOB Patroni.

MocKobKy AaHHan KoHOUrypauma KoHTpoanpyeTca Patroni, a He CMCTEMHbBIM aAMUHUCTPATOPOM, OHa
ABNAGTCA AUHAMMYECKN U3MEHAEMOW U He TpebyeT AO0NOAHUTENIbHOTO ONUCaHMUA HACTPOMKM.



2. 3anyckaem gemoH Haproxy:

sudo systemctl start haproxy.service

3. Mposepsaem pesynbTaT 3anycka:

sudo systemctl status haproxy.service

Mosepsaem B nHTepdeiice haproxy (http://haproxy:7000/), 4to y3nbl Knactepa Patroni HaliieHbl U UX poan
onpeaeneHbl KOPPEKTHO. Beaywmin cepeep byaeTt otTmeuyeH Kak "UP", pesepsHblie Kak "DOWN".

4. Ecnv 3anyck npowwén ycnewHo, go6asnaem haproxy.service B aBTo3anyck:

sudo systemctl enable haproxy.service

[Tonnyro gokymeHTannio HAProxy MoXHO MOJy4YUTh MO CIACAYIOMIEMY aJIpecy:
https://www.haproxy.com/documentation/hapee/latest/onepage

/


http://core.example:7000/
http://core.example:7000/
http://core.example:7000/
https://www.haproxy.com/documentation/hapee/latest/onepage/
https://www.haproxy.com/documentation/hapee/latest/onepage/

